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**Abstract**

Carbon anode is an important component of the electrolytic production of primary aluminum. Anodes are made of dry aggregates (calcined petroleum coke, butts and recycled green and baked anodes) and the binder coal tar pitch. The production of anodes involves the mixing of the raw materials, the compaction of the paste, and the baking of green anodes to produce baked anodes with appropriate properties.

An anode property is influenced by the quality of raw materials and the process conditions. It is usually difficult to correlate a given anode property with a particular constituent of a raw material or a particular processing condition because of the lack of a well-established mathematical relationship available for such a correlation. In these cases, the artificial neural network (ANN) can be a useful predictive tool to analyze the effect of a variable on a desired anode property. The analysis provides an insight into the effect of different parameters on anode properties and, in turn, helps improve the quality of anodes.

In this article, the ANN approach will be discussed within the context of the analysis of the data on anode production. The results will be presented which show the application of the ANN methods to predict various anode properties.
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**Introduction**

Many challenges the anode industry is facing today such as carbon consumption, greenhouse emissions, energy consumption, cell performance, and production cost are strongly associated with carbon anode quality.

Anodes are produced using dry aggregates such as fresh calcined petroleum coke and recyclables (e.g. butts, rejected green and baked anodes), and coal tar pitch which is used as the binder. The variations in the quality (properties) of the raw materials as well as the operating conditions in different stages of the process (such as mixing, compacting, cooling, and baking) influence the quality of anodes to a great extent. Maintaining or improving the anode quality in spite of the variations in the raw material quality and process conditions is one of the preoccupation of the aluminum industry. However, lack of well-defined mathematical relationships between the physical and chemical properties of raw materials, process conditions and anode properties makes the achievement of this objective challenging.

In addition, it is also difficult to study the effect of an individual raw material property on a specific anode property even in the laboratory. For example, to study the effect of sulfur, it is not possible to obtain cokes with different sulfur contents while keeping the other properties of the cokes the same. Usually, cokes with different sulfur contents have also different metallic impurity contents, and this makes it difficult to understand the effect of sulfur only. The experiments are costly, time consuming and require extensive handling. For such cases, a trained and validated ANN model is a useful tool which can give a faster response and can be improved continuously with additional data. The plants can operate in batch or continuous fashion whereas laboratory equipment is usually run in batch mode. Even if it is possible to obtain pilot anodes with properties similar to those of the industrial anodes in a few laboratories around the world, it is still not possible to study the effect of all the process parameters on anode quality. For example, it is not possible to optimize the operating conditions of continuous kneader in a laboratory environment. In addition, some of the process parameters are controlled based on experience and intuition in industry. The plants have a large amount of data on raw material properties, process conditions, and the properties of anodes produced. Therefore, the development of a tool which can determine the relationship between these parameters and the anode quality will be very beneficial for adjusting the process conditions depending on the available raw material in order to keep the anode properties within an acceptable range.

Multivariable analysis techniques such as linear multivariable analysis, regression analysis, and regression tree are some of the commonly used techniques to study the effect of input parameters on the output properties. Linear multivariable and regression analyses require the assumption of well-defined mathematical relationships between the dependent and independent variables. Regression tree is a nonparametric approach to a regression problem. The threshold value for split is determined based on the minimization of the least-square regression error. Even though it does not necessitate any well-defined mathematical relationship, its drawback is that the threshold does not usually correspond to the optimal boundary for dividing the input parameters in each stage [1]. Thus, its predictions are not very accurate most of the time. As there is usually no well-defined mathematical relationship between the input variables and the anode properties, it is hard to predict changes in anode properties using analytical tools.

In the case of anodes, it is difficult to apply the conventional methods as the relationship between the parameters is complex and difficult to generalize. The limitations of the common multivariable analysis techniques have led researchers to explore the artificial intelligence tools such as artificial neural network (ANN). ANN processes information in a similar way the human brain does. The network is composed of a large number of highly interconnected processing elements, called neurons. Neural networks learn by example. The requirements for the implementation of ANN are a large set of experimental data, choice of the most suitable ANN model, proper training and learning algorithms. Available industrial data can be used for the training of an ANN model [2].

Though ANN finds extensive application in various research fields including quality control [3-11], few researchers have so far applied ANN to the primary aluminum production [12-15]. Only a few articles have been published [12,16] which are directly related to carbon anodes used for the production of primary aluminum. Thus, the potential of ANN in predicting anode properties needs to be explored. This will reduce the number of costly trials.

Berezin *et al*. [12] applied a perceptron-based ANN to maintain anode quality at OKSA aluminum plant in Russia. The perceptron-based ANN is the simplest ANN model which assumes that the output and the input parameters can be correlated with a single linear function only. The ANN model could predict and adjust variations in the production process for changing quality and quantity of raw materials. They utilized past data recorded by the plant. The ANN system was capable of determining the optimal parameters for the green anode production for a given raw material.

Bhattacharyay et al [16] compared ANN with linear multivariable and regression analyses and concluded that ANN is a better predictive tool than the other two methods. They used published data on the composition and the properties of carbon anodes.

The concept of ANN was first introduced by McCulloch and Pitts in 1943 [17]. ANN started to gain popularity with the introduction of the back-propagation training algorithm in 1980s. There are various ANN models such as perceptron [17], feed- forward [18], recurrent [19], radial basis function neural networks [20-22], etc. Out of these different models, multi-layered feed-forward ANN with back-propagation training is the most widely used one. The advantage of this model is that the feed-forward ANN with sigmoid transfer function [16] is considered as the universal function approximator [23]. Vega [24] also found that the back-propagation algorithm is an efficient pattern identifier. He also analyzed various sources of problems that one may face while handling an ANN model and found that most of the problems were associated with the poor selection of the learning rule and the ANN architecture, the sizes of the training and validation data sets, overtraining, noise on the pattern identification ability, etc. Presently, there are no formal rules available to develop an ANN model [25].

In this paper, the application of ANN models to predict (a) contact angles between coke and pitch as a function of some pitch properties, (b) aggregate density as a function of granulometry of coke, and (c) anode CO2 reactivity as a function of impurities is presented.

**Methodology**

A feed-forward network usually consists of three layers of neurons, namely, an input layer, a hidden layer, and an output layer. The network sends information sequentially from the input layer to the output layer. The hidden layer may consist of one or more layers. Different numbers of neurons and transfer functions are associated to each of the hidden layers. The transfer functions process the input to a layer such that the output can be classified into groups of similar data. Initially, some random weights are associated with the input parameters for each layer. The training of a neural network means the identification of optimum values of these weights. Levenberg-Marquardt training algorithm (LMTA) is preferred by many researchers. The LMTA interpolates between the Gauss–Newton algorithm and the method of gradient descent. The advantage of LMTA is that it can usually find a solution even if it starts very far off the final minimum error. LMTA is used to solve non-linear least squares problems. To implement the least square method to experimental data, it uses a parametric function. By using the least square method, it tries to find the values of the parameters such that the total squared error between the measured and calculated values is minimized. To find the values of the parameters, it has to initialize the parameters with appropriate values. The approach is similar to that of a gradient-descent method when the values of the parameters are far from their optimum values and to a Gauss-Newton method when the values of the parameters are close to the optimum values. Thus, it can minimize the error even if the initial values of the parameters are assumed far from the optimum values. Learning means pattern recognition and data classification. Gradient descent learning algorithms are usually used in many ANN models. The empirical risk measures the training set performance. Rumelhart et al. [26] proposed the use of gradient descent algorithm to minimize the empirical risk. Figure 1 shows a representative structure for feed-forward ANN.

Figure 1: Representative Structure for Feed-Forward ANN (w: weight; b: bias)

***Data for the analysis***

In this work, three different sets of data have been analyzed using different ANN models. First, the data obtained from wettability tests (contact angles) carried out in the laboratory utilizing the sessile drop method were used to study the effect of different properties of pitch on the wettability of coke by pitch. Second, the experiments were performed in the laboratory where granulometry of the dry aggregates were varied and the dry aggregate densities were measured. Third, the effect of sulfur, vanadium, sodium, nickel, and iron on the anode CO2 reactivity has been studied using industrial data. These results were analyzed using ANN. All the presented data are normalized based on:

 $Normalized value = \frac{Value to be Normalized - Minimum Value}{Maximum Value - Minimum Value}$ [1]

***Development of a neural network model***

For all three cases, multilayered feed-forward ANN models with back-propagation training algorithm have been used. Matlab R2014a software was used to develop the ANN models. All the ANN models contain one input layer, two hidden layers and one output layer. The layers were connected as shown in Figure 1.

The transfer functions associated to the first and second hidden layers were sigmoidal and linear, respectively. The network uses values of weights and biases corresponding to each neuron in the hidden layers. Training of the network adjusts the weights and biases, and learning tries to identify patterns and classify the data. The training of the network was done using Levenberg-Marquardt training algorithm. Gradient descent learning algorithm was used as the learning function. The number of neurons in the hidden layers was varied until a suitable ANN model was found. Usually, this is done by trial and error. The number of epochs, which represents the maximum number of iterations during the training process, was set to a certain value that allows the network to carry out sufficient number of iterations to converge. The weights and biases were initialized using a pseudo-random function (available in the neural network toolbox) during the training phase.

Over-training may be detrimental for the prediction capability of a neural network. The validation data set was used to minimize over-fitting. Partitioning of these training, validation, and testing data sets (training / validation - testing: 80% / 10% / 10% of data, respectively) were done on a random basis [27]. The testing data set was used only to test the final solution in order to assess the actual predictive power of the network and take necessary action to improve the predictive ability.

In all three cases studied, the final model was validated using a set of data with a known output which was not used in the training phase. The validation was done by calculating the regression coefficient for the predicted output of the model with respect to the experimental results. The models for which the regression coefficients were close to 1 were considered suitable.

To study the effect of one single parameter, the neural network model was applied to a set of input data where only that parameter has been changed keeping all other parameters constant.

**Results and Discussion**

***Effect of QI on the Wettabilty of Coke by Pitch***

The wettability of a petroleum coke by different pitches with different quinoline insolubles (QI), beta resins (BR=QI-TI where TI is the toluene insoluble), and coking values (CV) were studied using the sessile-drop method (see Sarkar et al. [28] for the details of the sessile-drop test).The wettability of coke by pitch is measured in terms of contact angle. As the contact angle decreases, the wettability increases.For all the experiments, the same petroleum coke was used. Table 1 shows the normalized properties of the pitches used.

Table 1: Normalized Pitch Properties

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Pitch** | **Normalized QI** | **Normalized TI** | **Normalized Beta Resins** | **Normalized CV** |
| **P1** | 0.00 | 0.00 | 0.43 | 0.00 |
| **P2** | 0.23 | 0.30 | 1.00 | 0.30 |
| **P3** | 0.38 | 0.44 | 0.86 | 0.57 |
| **P4** | 1.00 | 1.00 | 0.00 | 1.00 |
| **P5\*** | 0.84 | 0.86 | 0.21 | 0.89 |
| **P6** | 0.53 | 0.58 | 0.64 | 0.67 |
| **P7** | 0.27 | 0.33 | 0.97 | 0.37 |
| **P8** | 0.34 | 0.40 | 0.90 | 0.50 |
| **P9** | 0.09 | 0.11 | 0.54 | 0.14 |
| **P10** | 0.25 | 0.25 | 0.33 | 0.25 |
| **P11** | 0.75 | 0.75 | 0.11 | 0.75 |

\*Data used for validation.

The change in contact angle was measured with respect to time. Each experiment was repeated twice. The experimental error for the contact angle measurements was ±5o. The average of the contact angles of these two experiments were plotted against time. The contact angles measured for different pitches at a certain time, which corresponds approximately to a residence time of an average industrial mixer, were used to train the ANN model. Figure 2 shows the contact angles used for each pitch studied.



Figure 2: Normalized Experimental Contact Angles for Different Pitches

The ANN model was developed as described earlier. All the initialization parameters were set based on trial and error. Ten points were used to train the model and 1 point was used for validation (Figure 3). Three input variables (QI, BR, and CV) were used. TI can be calculated from beta resins and QI values. Due to the small number of data available for this case, the model validation was based on a correlation coefficient R2 for all the 10 points and the tolerance of predicted and experimental values which was set to ±2o. The R2 was 0.915. The percentage of points within ±2o was 72%. The experimental work is continuing for this case. As the new experimental data become available, the model will be trained further and validated with the new data.



**Data used for training**

Figure 3: Normalized Predicted vs. Experimental Contact Angles

There are conflicting views in the literature regarding the effect of QI on wetting [29]. Some researchers reported that wetting increases with increasing QI [30, 31] while some others found the reverse trend [32,33] or no correlation at all between QI and the wettability of coke by pitch [34]. The reason for the differences of opinion of different researchers is quite likely due to the fact that when the effect of QI is studied, the pitches used with different QI’s most probably had differences in other properties such as CV, BR, etc. However, it is possible to study the effect of each parameter individually with an ANN model which is one of the major advantages of this approach. The examples of the results, which are obtained using the ANN model developed during this work, are shown below.

Figure 4 presents the results of the ANN model showing the effect of QI on the contact angle when CV and BR are kept constant. As can be seen from this figure, the wettability decreases (contact angle increases) with increasing QI. When the pitch has a high QI content, QI contains higher quantity of larger particles compared to those of the pitch with low QI content. The decrease in wettability can be attributed to the impact of the formation of a filter cake on the surface of the coke particles by the large particles of the high-QI pitch. This layer prevents the penetration of pitch into the pores of the coke [29].

In this figure, there are three curves, each of which was obtained at constant CV and BR. For the curves 1 and 2 with the same BR and different CV values, it can be seen that wettability increases with increasing CV at any given QI. This can be explained as follows. CV increases with the increasing number of molecules with higher carbon to hydrogen ratio (aromatics). Thus, the increase in CV corresponds to the increase in aromatic content. The presence of aromatics can improve wetting through electrostatic interactions due to their pi electron cloud.

Usually, BR improves the wetting as well [35]. They contain medium-size molecules which include aromatic as well as branched chains (heteroatoms containing functional groups). The interaction of the side chains, functional groups, and the aromatic content may have some complex influence on wetting. The ANN model shows that, at high QI region (right hand side of the figure), an increase in BR increases (curves 2 and 3) the wettability of coke by pitch. At low QI content (left hand side of the figure), the wettability of pitch is similar for pitches with different BR content. On the low QI side, the amount of particles in QI is less, which does not prevent the penetration of pitch into the coke. Therefore, wetting is rapid. When QI is high, the effect of BR becomes more prominent.
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Figure 4: Effect of QI on Contact Angle Predicted with ANN

Dell [36] reported that CV is an indirect measure of aromaticity. Thus, an increase in CV, which is usually accompanied by an increase in QI, corresponds to increased aromatic content [36]. This makes it difficult to study the effect of CV on wetting at constant QI and BR content experimentally. However, this is possible with ANN, and the model results show that increase in CV (at constant QI) improves wetting (Figure 5). This can be explained in terms of the increase in the aromatic content of pitch while the size distribution of the molecules stays similar. For constant BR and CV, if QI increases, then the wettability of pitch decreases (curves 1 and 2 in Figure 5).
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Figure 5: Effect of CV on Contact Angle Predicted with ANN

Figure 6 presents the effect of BR on the contact angle, hence, on the wetting capacity of pitch. Different experimental results are reported in the literature. Mirchi et al. [34] didn’t find any correlation with the BR content and the wetting. Oye [37] suggested that BR affect the wetting but did not mentioned if this effect is positive or negative. Julien Lauzon-Gauthier [35] revealed that wetting improves with increasing BR content. This is explained by a number of researchers [35,38-39] with the presence of high molecular weight aromatics.

The ANN model shows that, at constant QI and CV, an increase in BR results in a decrease in the contact angle (better wetting) up to a certain value of BR (Figure 6). It is possible that the presence of heteroatoms and medium-size aromatic molecules increases in this region with increasing BR. Heteroatoms such as oxygen and nitrogen can help the formation of covalent bonds and improve wetting [28]. Also, the presence of medium-size aromatic molecules facilitate the electrostatic interactions thereby enhance wetting.

Further increase in BR seems to reduce the wetting (Figure 6). At higher BR content, it is probable that the amount of larger molecules increases. As CV and QI are constant, it is also possible that the aromatic content in pitch does not change significantly but the size of branched chains attached to aromatics might increase. These large molecules with branched chains may reduce wetting due to steric hindrances. The effect of the increase in heteroatoms may have been offset by the steric hindrances offered by the large molecules.

With a decrease in QI content at a given BR (curves 1 and 2 in Figure 6), the contact angle decreases. This again can be explained with the obstruction of pitch penetration into the coke pores by the large QI particles. The general tendency observed with ANN might explain why certain researchers couldn’t establish a relation between BR and contact angle while others observed improved wetting with increasing BR.
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Figure 6: Effect of BR on Contact Angle Predicted with ANN

***Prediction of Dry Aggregate Density from Granulometry***

The carbon anodes are made of pitch as binder and dry aggregate (coke, butts, and recycled anodes) as filler material. Granulometry of the dry aggregates is one of the key parameters that control the anode properties. The raw material properties change continuously. It is difficult to do experiments every time to find the suitable granulometry corresponding to a desired dry aggregate density. The objective of this work is to develop an ANN model that can predict dry aggregate density for different granulometry without performing numerous experiments. To develop the model, a number of experiments were performed, and the tapped densities of dry aggregates with known granulometry were measured. The results were used to train the artificial neural network. The percentage of recycled anodes in an anode recipe usually does not significantly vary. In addition, this percentage is usually low and can be obtained as the difference between the total (100%) and the sum of the percentages of other granulometries. Therefore, the percent of green and baked recycled anodes was not used to train the ANN model. Different size fractions of fresh coke and butts as well as the percentages of ball mill product and filter dust were used as the input parameters, and the dry aggregate density was the output parameter.

A multilayered feed-forward ANN model which can correlate the granulometry with the aggregate density was developed based on trial and error. The structure of the network was similar to the one described earlier. The prediction of the network was verified not only on the basis of R2 value of the plot of the predicted vs. experimental results, but also on the percentage of correct prediction within a range of ±0.01g/cc. The R2 value for the predicted vs. experimental results was found 0.935 by means of a linear trend line, and the percentage of correct predictions within the range of ±0.01g/cc was 93%. The percentages of over and under predictions were 2.32% and 4.66%, respectively. The accuracy of the model can be improved if more data are available for training. Figure 7 shows the data used during the model development.



Figure 7: Data Used During the Development of the ANN Model to Predict the Aggregate Density

The ANN model developed can be utilized to determine the granulometry required to obtain a desired tapped density of an aggregate. It is possible to vary the percentages of all the different size fractions which can yield a desired range of dry aggregate density. However, this may lead to a large number of combinations with different granulometry. To demonstrate the application of the model here, only the percentages of 3 particle sizes (described as a, b, and c in decreasing order in size) of fresh coke were varied keeping all other parameters constant. Then, the aggregate densities corresponding to the granulometries were predicted. The percentage of green and baked recycled anodes was not used as input parameter but it was also calculated for each case by subtracting the sum of all other components from 100%. The objective was set to find the granulometric distributions corresponding to aggregate densities of 1.14 g/cc and higher. Table 2 shows the percentages of particle sizes considered which gave desired aggregate densities using ANN model developed.

Table 2: Different Granulometric Distributions for Dry Aggregate Densities Higher than 1.14 g/cc Predicted with ANN

|  |  |  |
| --- | --- | --- |
| **Fresh coke** | **Recycled anode, %** | **Density, g/cc** |
| **a,****%** | **b,****%** | **c,****%** |
| 5.72 | 5.27 | 9.42 | 7.92 | 1.145 |
| 3.72 | 7.77 | 9.42 | 7.42 | 1.143 |
| 1.72 | 12.77 | 9.42 | 4.42 | 1.147 |
| 9.72 | 0.27 | 11.42 | 6.92 | 1.144 |
| 7.72 | 2.77 | 11.42 | 6.42 | 1.143 |
| 5.72 | 5.27 | 11.42 | 5.92 | 1.142 |
| 3.72 | 7.77 | 11.42 | 5.42 | 1.141 |
| 3.72 | 10.27 | 11.42 | 2.92 | 1.148 |
| 1.72 | 12.77 | 11.42 | 2.42 | 1.143 |

***Effect of Different Impurities on CO2 Reactivity of Anodes***

Carbon, required for the reduction of alumina by electrolysis in the Hall-Héroult process, is provided by anodes. The minimum theoretical carbon consumption is 0.334 kg C per kg Al produced. However, the actual carbon consumption is much higher due to current efficiency and losses caused by the reaction with air and CO2. The minimization of this excess consumption of anodes by means of improving their quality is a key industrial goal. This requires an understanding of the effect of different impurities on the reactivity of anodes.

It is difficult to study the effect of a single impurity as it is not possible to modify the quantity of a single impurity at a time by changing the quantity and type of raw materials. It is also difficult to add chemical impurities which represent the impurities present in the raw material in their natural state. In such cases, ANN can be a useful tool to study the effect of different impurities on anode CO2 or air reactivities since it is possible to vary a single impurity content keeping all other components constant in such a model.

In this work, industrial data on impurities present in baked anode samples and the CO2 reactivities of these samples were used to develop an ANN model. In the two previous examples given above, the data obtained with one type of coke was used in the development of the ANN models. In this case, due to the nature of various industrial raw materials used at different times, the data include different types of cokes. A feed-forward ANN model with back-propagation training was developed similar to the model described above. The model was initialized based on trial and error. The predictions of the model were found to be 84% accurate within a range of ± 2.5 mg/cm2h. The effect of vanadium (V), sodium (Na), nickel (Ni) and iron (Fe) on anode CO2 reactivity has been presented here. The effects of these impurities were studied for four different combinations of sulfur percentages (S%) and baked anode densities (see Table 3). All other parameters were kept constant. When the influence of one of the four impurities was studied, the percentages of the other three impurities were maintained at their average values.

Table 3: Combinations of S% and Baked Anode Density

|  |  |  |
| --- | --- | --- |
| **Case** | **% S** | **Baked Anode Density** |
| **HSHD** | High | High |
| **HSLD** | High | Low |
| **LSHD** | Low | High |
| **LSLD** | Low | Low |

Figures 8 to 11 show the effect of different impurities on the CO2 reactivity of baked anodes. The results for all four impurities studied here with ANN show that the anode CO2 reactivity is low for high S% and the reverse trend was observed for low S%. It was also observed that the reactivity is usually low if the density of anode is high for similar S%. This may be due to the fact that high density anodes have lower porosity compared to low density anodes. This slows down the diffusion of CO2 into the anode and its subsequent reaction with anode carbon.

As shown in Figure 8, the effect of density is the most prominent in case of V compared to those of the other impurities studied (Figures 9 to 11). If the density is high, increase in V content seems to even decrease the CO2 reactivity. As explained previously, V cannot come in contact with CO2 easily when the density is high; therefore, it cannot readily catalyze the reaction. In addition, it is known that correlating V content to anode reactivity is not straightforward and presents challenges for the industry. This trend has to be further verified with more plant data. Additional data for the ANN model training will increase the accuracy of the model.



Figure 8: Effect of V Content on CO2 Reactivity of Baked Anodes Predicted with ANN

Na seems to always catalyze the CO2 reactivity of both high and low density anodes (Figure 9). However, the effect of Na on reactivity decreases with increasing S content. This might be explained with the offsetting effect of sulfur on the reactivity, and it is in agreement with the literature. Hume [40] reported that S inhibits the CO2 reactivity of petroleum coke by forming a stable non-mobile complex with Na.

For low S%, the relation between the CO2 reactivity and the Na content was found to be similar for both high and low-density baked anodes, showing that the effect of density is not significant when the sulfur content is low.



Figure 9: Effect of Na Content on CO2 Reactivity of Baked Anodes Predicted with ANN

The catalytic activity of Ni appears to be influenced significantly by the presence of S. The effect of Ni on CO2 reactivity decreases with increasing S content of anodes (Figure 10). Usually, the amount of Ni is low in anodes. At high S content, Ni possibly gets deactivated due to the formation of covalent bonds with S compounds; hence, increasing Ni content does not increase the CO2 reactivity. At low sulfur content, Ni, being a transition metal, helps increase the CO2 reactivity. When S% is high, the reactivity of high density anode is lower than that of the low density anode as expected. However, for low S%, density does not seem to affect the reactivity which was also observed for Na.

Figure 10: Effect of Ni Content on CO2 Reactivity of Baked Anodes Predicted with ANN

The effect of Fe on the CO2 reactivity displayed the opposite trend (Figure 11) compared to that observed for Ni (Figure 10). It seems that sulfur assists the catalytic activity of Fe. The reason has been investigated by Eidet et al. [41]. They observed that Fe can exist in different forms in coke. During the baking of anode, most of the Fe forms get converted to metallic Fe.Only FeS remains as is during baking. They observed that when baked anodes are heated to 960ºC in the electrolytic bath, FeS can break and produce active Fe catalyst which in turn increases the anode CO2 reactivity. It is possible that at various stages of baking, which is done in absence of oxygen rather in a reducing atmosphere of carbon, different forms of iron compounds break depending on the stability of the compound to produce active iron metal. But, during the baking process, these iron molecules react with other compounds and lose their reactivity. When the baked anode is placed in the electrolytic bath at high temperature, a certain fraction of FeS, which was thermally treated once during baking, may break to form metallic iron that stays in active form and acts as a catalyst. The percentage of FeS which produces the active iron catalyst should be proportional to the total FeS content. Thus, when the S content is high, there is more chance of the presence of FeS that can catalyze the CO2 reactivity. It might be possible that there is not enough FeS to form active Fe at low S%.



Figure 11: Effect of Fe Content on CO2 Reactivity of Baked Anodes Predicted with ANN

The effect of Ni and Fe on anode reactivity is complex. According to the literature, the effect of Ni content can influence the effect of Fe on anode reactivity. The reverse is also reported. Baker et al. [42] found a significant increase in catalytic activity of the binary system of Ni and Fe over the activity of either individual element. In the above analysis, the effect of one impurity was studied keeping the other constant. Their combined affect can also be studied with ANN if more data are available.

**Conclusions**

ANN model with proper learning and training algorithms can be an effective tool for predicting the final anode properties as the raw material properties and/or process conditions change. The accuracy of the model depends on the available data used for training and validating the model. The aluminum plants have vast amounts of data. Utilization of these data in the development of such a tool will help the industry maintain the anode quality in spite of the variations in compositions of raw materials and the process conditions.

In this work, only chemical and physical properties of the raw materials available in literature were used to predict anode or coke properties to illustrate the potential of the model.

As demonstrated in the article, ANN modelling makes it possible to study the effect of one parameter on a given property while the others are kept constant. During this study, first the effects of QI, CV, and BR contents of pitch on contact angle were studied for a given coke. In an experimental study, different pitches have to be used in order to be able to investigate the effect of one of these pitch properties on the wettability of coke by pitch. This will bring, at least to a certain extent, changes in other two properties since it is hard to find different pitches with only one different property while all the others remain constant. Thus, ANN can be used as an effective tool to study the effect of individual parameters on specific properties of raw materials or anodes. The ANN predictions also shed some light on the different findings reported in the literature related to the effect of pitch constituents on wetting. The changes in coke quality might affect the aggregate bulk density, which in turn affects the anode density. In the second application of ANN presented in this article, it is illustrated how such a model can be used to determine the granulometric distribution required to obtain a desired dry aggregate density.

The over-consumption of carbon due to anode reactivity and dusting is among the main concerns of the industry. The third and last application of the article demonstrates the effect of different impurities on the anode CO2 reactivity in relation with the effect of anode density and the sulfur content. The results give possible reasons for some of the trends observed, which are hard to explain (such as decreasing reactivity with increasing vanadium content).
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