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ABSTRACT 

Water seepage into underground excavations is one of the most important challenges in 

aboveground and underground civil works. This phenomenon may hinder the excavation rate, and 

increase the risk of rockfall from wall of the tunnel and subsidence of aboveground buildings. Since 

most of the underground and aboveground structures are built in rocky formations, the permeability 

of the fractured rock mass is the main parameter that determines the amount of discharge that occurs 

through the rock mass. In this regard, the hydraulic conductivity of rock mass has been focused by 

many researches to evaluate the fluid flow, and has been studied by empirical, analytical and 

numerical methods. In the present thesis, the amount of flow through the rock mass has been 

investigated by using analytical and numerical methods (3DEC software), and due to the practicality 

of the topic, the amount of inflow rate to the tunnel in the present study is more focused. For this 

purpose, the tunnel inflow rate and its dependence on the geometrical characteristics of the 

discontinuities have been formulated using analytical and numerical modelling methods. In addition, 

the effect of the geometry of joint sets and tunnels as well as the groundwater regime on the amount 

of inflow rate to the tunnel has been investigated using the response surface methodology and 

numerical simulation method. In order to ensure the representativeness of numerical models for 

calculation of the inflow rate to the tunnel, same as what is referred in the literature as REV, a new 

concept, called STL, has been introduced to determine the representative length of the tunnel in terms 

of geometric characteristics of discontinuities. Apart from the effect of joint set characteristics on the 

inflow rate to the tunnel, the effect of rock block geometries such as block volume, block surface and 

volumetric fracture intensity (P32) on the inflow rate to the tunnel has been investigated by numerical 

and analytical methods. In this regard, new analytical methods have been developed to calculate 

block surface area, block volume and volumetric fracture intensity. The analytical method for 

calculating block volume has been developed to modify previously developed analytical models. 

Keywords: rock mass, hydraulic conductivity, inflow rate, circular tunnel, 3DEC, analytical modelling, 

block volume



 
 

RÉSUMÉ 

L'écoulement de l'eau dans les ouvrages souterrains est un défi important des travaux de 

surface et de sous surface effectués dans le domaine du génie civil. En effet, ces ouvrages peuvent 

retarder les travaux d'excavations, ainsi qu'augmenter le risque de rupture des parois rocheuses de 

la structure et créer un affaissement des bâtiments. Étant donné que de nombreuses structures (i.e. 

souterraines et en surface) sont construites en contact avec les formations rocheuses, la 

transmissivité du massif rocheux est un paramètre clé pour spécifier le débit généré dans les 

fractures. Afin d'évaluer correctement la transmissivité, de nombreuses investigations considèrent la 

conductivité hydraulique du massif rocheux à l'aide de méthodes empiriques, analytiques et 

numériques. Cette thèse de doctorat propose une étude sur le débit d'un fluide à travers un massif 

rocheux et est essentiellement basée sur des méthodes analytiques et numériques (i.e. logiciel 

3DEC) en fonction de l'applicabilité du sujet. Ici, le débit d'entrée à l'intérieur du tunnel est le 

paramètre principalement ciblé. Le débit entrant dans le tunnel, ainsi que sa dépendance aux 

caractéristiques géométriques des discontinuités du massif rocheux ont été formulés en utilisant des 

méthodes de modélisation analytique et numérique. De plus, l'effet des géométries des ensembles 

de joints du tunnel et le régime des eaux souterraines du débit entrant dans celui-ci ont été étudiés 

en utilisant la méthodologie de surface de réponse (RSM) et la méthode de simulation numérique. 

Afin d'assurer la représentativité des modèles numériques appliqués pour le calcul du débit entrant 

dans un tunnel et demeurer fidèle à la littérature existante sur le REV, un nouveau concept est 

proposé afin d'identifier la longueur représentative du tunnel en lien avec les caractéristiques 

géométriques des discontinuités du massif rocheux: le STL. Outre l'effet des caractéristiques des 

ensembles de joints sur le débit entrant dans le tunnel, l'impact des géométries des blocs rocheux 

telles que le volume des blocs, la surface des blocs et l'intensité de la fracture volumétrique (P32) sur 

le débit entrant ont été étudiés à l'aide de ces méthodes numérique et analytique. Dans le but 

d'améliorer les modèles analytiques antérieurs, de nouvelles méthodes ont été développées afin de 

calculer la surface d'un bloc, le volume d'un bloc et l'intensité volumétrique de la fracture. 



iv 
 

Mots clés: massif rocheux, conductivité hydraulique, débit entrant, tunnel circulaire, 3DEC, 

modélisation analytique, volume de bloc



 
 

TABLE OF CONTENTS 

ABSTRACT ............................................................................................................................................. ii 

RÉSUMÉ  .............................................................................................................................................. iii 

TABLE OF CONTENTS ............................................................................................................................ v 

LIST OF TABLES ..................................................................................................................................... x 

LIST OF FIGURES ................................................................................................................................. xii 

LIST OF SYMBOLS ............................................................................................................................... xvi 

LIST OF ABBREVIATIONS .................................................................................................................... xxi 

DEDICATION ...................................................................................................................................... xxiii 

ACKNOWLEDGMENTS ....................................................................................................................... xxiv 

CONTRIBUTION OF THE AUTHORS .................................................................................................... xxv 

CHAPTER 1 ............................................................................................................................................1 

INTRODUCTION .....................................................................................................................................1 

1.1 Statement of the problem ..........................................................................................................1 

1.2 Research objectives ....................................................................................................................3 

1.3 Research methodology ...............................................................................................................4 

1.4 Originality and contribution ........................................................................................................7 

1.5 Thesis outline ..............................................................................................................................9 

CHAPTER 2 ......................................................................................................................................... 12 

Article 1: A review of existing methods used to evaluate the hydraulic conductivity of a fractured rock 

mass 12 

2.1 Highlights ................................................................................................................................. 12 

2.2 Abstract ................................................................................................................................... 12 

2.3 Introduction ............................................................................................................................. 13 

2.4 Empirical methods ................................................................................................................... 16 

2.4.1 Depth-permeability relationship ....................................................................................... 16 

2.4.2 Formulation using rock mass indices ................................................................................ 19 

2.5 Analytical modelling ................................................................................................................. 24 

2.5.1 Analytical formulation of hydraulic conductivity .............................................................. 24 

2.5.2 Inflow rate into underground excavations ........................................................................ 32 

2.6 Numerical modelling ................................................................................................................ 36 

2.7 Summary and discussion ......................................................................................................... 49 



vi 
 

2.8 Conclusion ............................................................................................................................... 51 

2.9 Declarations of interest ........................................................................................................... 51 

CHAPTER 3 ......................................................................................................................................... 52 

Article 2: A new combined analytical-numerical method for evaluating the inflow rate into a tunnel 

excavated in a fractured rock mass .................................................................................................... 52 

3.1 Abstract ................................................................................................................................... 52 

3.2 Introduction ............................................................................................................................. 52 

3.3 Model development ................................................................................................................ 58 

3.3.1 Inflow rate into underground excavations ........................................................................ 58 

3.3.2 Hydraulic gradient at the wall of the tunnel ..................................................................... 66 

3.4 Model validation ...................................................................................................................... 72 

3.5 Summary and discussion ......................................................................................................... 76 

3.6 Conclusion ............................................................................................................................... 80 

3.7 Conflict of interest ................................................................................................................... 81 

CHAPTER 4 ......................................................................................................................................... 82 

Article 3: The specific length of an underground tunnel and the effects of rock block characteristics on 

the inflow rate .................................................................................................................................... 82 

4.1 Abstract ................................................................................................................................... 82 

4.2 Introduction ............................................................................................................................. 83 

4.3 Specific tunnel length .............................................................................................................. 85 

4.3.1 Determination of the STL .................................................................................................. 87 

4.3.2 Validation of the STL ......................................................................................................... 92 

4.4 Evaluation of the effects of block characteristics on the inflow rate ....................................... 96 

4.4.1 Analytical calculation of the block volume and surface area ............................................ 97 

4.4.2 Validation and comparison of the analytical models ...................................................... 101 

4.4.3 Evaluation of the effect of block characteristics on the inflow rate ............................... 103 

4.5 Summary and discussion ....................................................................................................... 105 

4.6 Conclusion ............................................................................................................................. 108 

4.7 CRediT authorship contribution statement ........................................................................... 109 

4.8 Declaration of Competing Interest ........................................................................................ 109 

4.9 Acknowledgments ................................................................................................................. 110 

CHAPTER 5 ....................................................................................................................................... 111 



vii 
 

Article 4: Effects of fracture system geometrical parameters on the inflow rate into a tunnel in rock: a 

numerical modelling experiment ...................................................................................................... 111 

5.1 highlights ............................................................................................................................... 111 

5.2 Abstract ................................................................................................................................. 111 

5.3 Introduction ........................................................................................................................... 112 

5.4 Methodology ......................................................................................................................... 114 

5.4.1 Selection of the effective parameters controlling the inflow rate to a tunnel ................ 114 

5.4.2 Selection of the level of parameters ............................................................................... 116 

5.4.3 Design of the experiments .............................................................................................. 117 

5.4.4 Model creation and numerical simulation ...................................................................... 118 

5.5 Results and discussion ........................................................................................................... 120 

5.5.1 Inflow rate....................................................................................................................... 120 

5.5.1.1 Regression model equation ..................................................................................... 121 

5.5.1.2 Statistical analysis .................................................................................................... 124 

5.5.2 Individual effects of parameters ..................................................................................... 126 

5.5.3 Effect of interaction between parameters ...................................................................... 128 

5.6 Discussion and conclusion ..................................................................................................... 131 

5.7 CRediT authorship contribution ............................................................................................. 132 

5.8 Declaration of competing interest ......................................................................................... 132 

5.9 Acknowledgements ............................................................................................................... 132 

CHAPTER 6 ....................................................................................................................................... 133 

Article 5: Rock block volume calculation by analytical method for geological engineering applications

 133 

6.1 Highlights ............................................................................................................................... 133 

6.2 Abstract ................................................................................................................................. 133 

6.3 Introduction ........................................................................................................................... 134 

6.4 Development of an analytical model for calculation of the block volume ............................. 139 

6.4.1 Selection of the significant parameters for block size calculation .................................. 140 

6.4.2 Model development ....................................................................................................... 141 

6.4.3 Model validation ............................................................................................................. 144 

6.5 Comparison of the methods for block volume calculation .................................................... 147 

6.5.1 Preparation of the database ........................................................................................... 147 



viii 
 

6.5.2 Block volume calculation ................................................................................................ 149 

6.5.3 Root Mean Square Error (RMSE) calculation .................................................................. 150 

6.6 Discussion .............................................................................................................................. 150 

6.7 Conclusion ............................................................................................................................. 152 

6.8 Declarations ........................................................................................................................... 152 

6.8.1 Declaration of Competing Interest ................................................................................. 152 

6.8.2 Code availability .............................................................................................................. 152 

6.8.3 Authors’ Contribution ..................................................................................................... 152 

6.9 Acknowledgment ................................................................................................................... 153 

CHAPTER 7 ....................................................................................................................................... 154 

Article 6: Development of a practical method for calculation of the block volume and block surface in 

a fractured rock mass ....................................................................................................................... 154 

7.1 Highlights ............................................................................................................................... 154 

7.2 Abstract ................................................................................................................................. 154 

7.3 Introduction ........................................................................................................................... 154 

7.4 Model development .............................................................................................................. 157 

7.4.1 Selection of the parameters ........................................................................................... 157 

7.4.2 Development of the model ............................................................................................. 159 

7.4.3 Models validation ........................................................................................................... 161 

7.5 Discussion .............................................................................................................................. 163 

7.5.1 Stereographic illustration of the angles .......................................................................... 163 

7.5.2 Effect of parameters on block volume and surface ........................................................ 166 

7.5.3 Error of previous methods for block volume calculation ................................................ 167 

7.6 Conclusion ............................................................................................................................. 170 

7.7 Declaration of competing interest ......................................................................................... 172 

7.8 Acknowledgements ............................................................................................................... 172 

CHAPTER 8 ....................................................................................................................................... 173 

Conclusion ....................................................................................................................................... 173 

8.1 Article 1 .................................................................................................................................. 175 

8.2 Article 2 .................................................................................................................................. 175 

8.3 Article 3 .................................................................................................................................. 176 

8.4 Article 4 .................................................................................................................................. 176 



ix 
 

8.5 Article 5 .................................................................................................................................. 177 

8.6 Article 6 .................................................................................................................................. 177 

8.7 Perspectives for future researches ........................................................................................ 178 

CHAPTER 9 ....................................................................................................................................... 180 

Appendix A: Supplementary data of article 4 .................................................................................... 180 

9.1 The interaction between parameters .................................................................................... 180 

9.2 Statistical analysis .................................................................................................................. 185 

9.2.1 Numerical experiments design for the exact values of the parameters ......................... 185 

9.2.2 Numerical experiments design for the mean values of the parameters ......................... 187 

REFERENCES ..................................................................................................................................... 191 

 



 
 

LIST OF TABLES 

Table 2-1. Recommended empirical formulations for assessing the hydraulic conductivity of a rock 

mass with depth ................................................................................................................................. 18 
Table 2-2. Description of the parameters of rock mass permeability indices as published by Ku et al. 

[53] ..................................................................................................................................................... 21 
Table 2-3. Description and ratings for the lithology permeability index (LPI) [53] ............................. 22 
Table 2-4. Existing equations for hydraulic conductivity of a rock mass using rock mass geological 

indices................................................................................................................................................ 23 
Table 2-5. Existing equations for estimating water seepage into underground joined tunnels per unit 

length of tunnel .................................................................................................................................. 34 
Table 2-6.  Numerical techniques used for studying the hydro-geomechanical behavior of the rock 

mass depending on the characteristics of the developed numerical models .................................... 37 
Table 2-7. Relationship between hydraulic (b*) and mechanical (b) apertures ................................ 44 
Table 3-1. Existing equations for estimating inflow rate into underground tunnels per unit length of 

tunnel [165] ........................................................................................................................................ 55 
Table 3-2. Constants in Eq.(3-23) given for different values of the angle (α) ................................... 72 
Table 3-3. Joint set characteristics assumed for comparison ........................................................... 73 
Table 3-4. Comparison of tunnel inflow rate values predicted by the new proposed semi-analytical 

model and a numerical simulation used as a control method ........................................................... 75 
Table 4-1. Joint set characteristics considered in the numerical models for assessment of the STL 

(DIP, DD, and S are the dip, dip direction, and true spacings of the joint sets, respectively) ........... 94 
Table 4-2. The apparent spacings (Sp1, Sp2, and Sp3) at the wall of the tunnel for each model, STL, 

and the value of the inflow rate to the tunnel for the tunnel length of 0.5STL, 1STL, 1.5 STL, 2STL 

and 3STL ........................................................................................................................................... 95 
Table 4-3. Characteristics of the discontinuities used for comparison of analytical and numerical 

calculation of the block volume and block surface and also assessing the effects of the block 

characteristics on the inflow rate to the tunnel ................................................................................ 101 
Table 4-4. Comparison of the analytical and numerical calculation of the block volume (RBLV) and 

block surface (RBLS) for the cases of Table 4-3. N/A means that the parameter is unmeasurable.

 ......................................................................................................................................................... 102 
Table 5-1. The range of variation of the effective parameters on the inflow rate to the tunnel ....... 117 
Table 5-2. The selected levels of parameters for designing the experiments that are required for 

calculation of the inflow rate to the tunnel ....................................................................................... 117 
Table 5-3. Number and arrangement of the numerical experiments that are defined by Design-Expert 

software in order to evaluate the inflow rate as a function of spacing, orientation, aperture, water head 

and tunnel radius. As the original table has 88 rows and for summarizing its content, rows 6 to 87 are 

not showed in this table. .................................................................................................................. 118 
Table 5-4. Results of the numerical simulation for calculation of the inflow rate for the cases of Table 

5-3 .................................................................................................................................................... 120 
Table 5-5. Comparison of the results of Eq.(5-1) and an analytical model for calculation of the inflow 

rate to the tunnel .............................................................................................................................. 122 
Table 5-6. Fit statistics of Eq.(5-1). The Predicted R² of 0.9618 is in reasonable agreement with the 

Adjusted R² of 0.9796; i.e. the difference is less than 0.2. Adeq Precision measures the signal to noise 

ratio and is desirable if it is greater than 4. The ratio of 53.498 indicates an adequate signal. This 

model can be used to navigate the design space. .......................................................................... 124 
Table 5-7. ANOVA for Reduced Quadratic model of Unit Inflow rate to the tunnel based on Eq.(5-1)

 ......................................................................................................................................................... 124 



xi 
 

Table 5-8. Fit statistics of the Eq.(5-2). The Predicted R² is in reasonable agreement with the Adjusted 

R². In addition, Adeq precision is in desirable range and hence, model could be used for design. 125 
Table 5-9. ANOVA for Reduced Quadratic model of Unit Inflow rate to the tunnel based on Eq.(5-2)

 ......................................................................................................................................................... 126 
Table 6-1: Methods for calculation of the block volume of a fractured rock mass .......................... 134 
Table 6-2. block volume calculation for a rock mass that includes three joint sets by Eq.6-3 and 3DEC 

software ........................................................................................................................................... 139 
Table 6-3. Discontinuity’s characteristics used for comparison of block volume calculation by 

analytical and numerical methods ................................................................................................... 145 
Table 6-4. Characteristic data of the database summarizing the case studies............................... 148 
Table 6-5. RMSE of block volume calculation results obtained by previously developed methods 

compared with the method developed in this study (Eq. 6-17) for the cases in Fig 6-5 ................. 150 
Table 7-1. Existing methods for calculation of the volume of the blocks that formed by cross of joint 

sets .................................................................................................................................................. 155 
Table 7-2. Discontinuities characteristics that used for comparing the analytical (Eq.7-9 and Eq.7-10) 

and numerical methods for calculation of the block volume and block surface .............................. 161 
Table 7-3. Comparison of the analytical and numerical calculation of the volume and surface of the 

blocks for the cases of Table 7-2. N/A means that the parameter is unmeasurable by analytical model 

and depends to the size of the model in numerical models. ........................................................... 163 
Table 7-4. Example cases of the fractured rock mass with various arrangements of join sets and the 

relevant block surface area and volume. N/A means that it is not possible to assign a value for that 

characteristics. ................................................................................................................................. 165 
Table 7-5. The number and types of experiments that are required for evaluation of the effect of 

spacing and angle between joint sets on the block volume and surface, using central composite 

design by Design-Expert software- the volume and surface area of the blocks (Responses) are 

calculated using Eq.7-9 and Eq.7-10 .............................................................................................. 166 
Table 7-6. Error values that are produced by methods of Table 7-1 for calculation of the block volume 

comparing with Eq.7-9. .................................................................................................................... 168 



 
 

LIST OF FIGURES 

Fig 1-1. The methodology for reaching to the main and sub-objectives of this thesis. The green boxes 

are the objectives of the thesis. ............................................................................................................5 
Fig 2-1. Variation in the hydraulic conductivity of a rock mass with depth using a harmonized K0 and 

based on 𝐾 = 𝐾0 𝑒𝑥𝑝 𝑎𝑑-type equations ........................................................................................... 19 
Fig 2-2. Scatterplot of mean hydraulic conductivity versus mean RQD [15] ..................................... 20 
Fig 2-3. Existing relationships between hydraulic conductivity and RQD based on the published 

equations of Table 2-4 ....................................................................................................................... 21 
Fig 2-4. A joint conductor having normal ni and its image, distant Di, the sampling length [19]. ...... 26 
Fig 2-5. Increase of fracture aperture by shear dilation [78] ............................................................. 29 
Fig 2-6. (a) Hydraulic conductivity in direction N in a joint set (b) Variation of directional hydraulic 

conductivity in the presence of three joint sets [59] .......................................................................... 31 
Fig 2-7. The Heuer abacus empirical method for estimating tunnel inflow rate with the Lugeon test 

[83] ..................................................................................................................................................... 33 
Fig 2-8. The Kolymbas and Wagner [85] model for deriving an analytical equation for a circular cross-

section tunnel .................................................................................................................................... 34 
Fig 2-9. (A) Geometry of initial fractures in a DFN model of UDEC simulation and (B) change of flow 

rate with increasing stress for a fixed k = σv/σh ratio of 1.3. Line thickness indicates the magnitude of 

flow [25] ............................................................................................................................................. 39 
Fig 2-10. The effect of dilation as a result of incremental normal stress on permeability [25] .......... 40 
Fig 2-11. The direction of the major principal component of permeability corresponds approximately 

to the direction of the major stress [27] ............................................................................................. 41 
Fig 2-12. (a) Numerical model of a tunnel [24]; (b) Results of in situ data and UDEC results for tunnel 

inflow rate [23] ................................................................................................................................... 42 
Fig 2-13. (A) Relationship between tunnel inflow rate and joint aperture [22]. (B) Validation of the 

numerical and analytical methods using in situ data [23] .................................................................. 43 
Fig 2-14. Increase of flow rate as a result of (a) a decrease in joint spacing [23] and (b) an increase 

in joint frequency [22] for a constant joint aperture ........................................................................... 45 
Fig 2-15. (a) Flow rate at different joint set orientations [22]. (b) The effect of the angle between joint 

sets on flow rate [23] ......................................................................................................................... 46 
Fig 2-16. (a) Numerical modelling (UDEC) of the effect of depth on water inflow rate into a tunnel, 

considering different initial joint stiffness values (kni) [24]. (b) Decreasing penetration length by an 

increase in JRC, as simulated using a constant joint aperture of UDEC [23] ................................... 47 
Fig 2-17. Approximation of equivalent hydraulic conductivity tensor with increasing model size [153]

 ........................................................................................................................................................... 48 
Fig 3-1. Kolymbas and Wagner’s simplified conceptual model [85] used to establish an analytical 

equation to calculate the inflow rate to a cylindrical and horizontal tunnel in an isotropic and 

homogeneous formation .................................................................................................................... 54 
Fig 3-2. (A) Trace of a fracture on the tunnel wall when the fracture plane is perpendicular or oblique 

to the tunnel direction (B) the angle between the tunnel direction and the normal to the plane direction 

of the ith set ........................................................................................................................................ 60 
Fig 3-3. Apparent and real spacing of the joint set on the wall of the tunnel .................................... 61 
Fig 3-4. ith fracture set and the hydraulic gradient in the plane of the fractures ................................ 62 
Fig 3-5. Overall hydraulic gradient in the presence of the underground tunnel ................................ 63 
Fig 3-6. The variation of the hydraulic gradient in the vertical direction above the tunnel [175] ....... 66 
Fig 3-7. Numerical model and relevant settings for studying the hydraulic gradient at the wall of the 

tunnel ................................................................................................................................................. 69 



xiii 
 

Fig 3-8. The variation of iz with depth of the tunnel below the water table in various ratios of hydraulic 

conductivities (a) for the case of α=30o- each line color demonstrates a specific ratio of hydraulic 

conductivities from a=1 to a=100 ...................................................................................................... 70 
Fig 3-9. Variation of the A and B coefficients with ratio of hydraulic conductivities (a) for different 

orientations of hydraulic conductivities (α). Each line color refers to one level of orientation ........... 71 
Fig 3-10. Inflow rate for each of the 10 sides of the tunnel; their sum is equal to 55.82 ((m3/day)/m)

 ........................................................................................................................................................... 75 
Fig 3-11. The variation of inflow rate into a tunnel with depth obtained from (A) the proposed semi-

analytical model for a tunnel with a 1.5m radius and in a 45/45 direction. The water table is at 6m 

below the ground surface and rock mass includes 3 orthogonal joint sets with JRC=9, JCS=100MPa, 

aperture of 1e-4 m and spacing about 0.3m.(B) previous studies [177] ........................................... 77 
Fig 3-12. The variation of hydraulic gradient with depth (Z) and ratio of hydraulic conductivities (a) at 

different orientations (α) .................................................................................................................... 79 
Fig 4-1. Modes of excavation of the tunnel in a fractured rock mass, (A) predetermined REV of the 

rock mass, (B) excavation of a horizontal tunnel in the y-direction of model A, (C) excavation of the 

horizontal tunnel in the x-direction ..................................................................................................... 86 
Fig 4-2. Longitudinal cross-section of the tunnel that is excavated in (a) x-direction, (b) y-direction, 

(c), and (d) original tunnel of the case (a) and (b), respectively ........................................................ 87 
Fig 4-3. Apparent spacings of each joint set at the wall of the tunnel- sp1, sp2, and sp3 are the 

apparent spacings of the joint set 1, joint set 2, and joint set 3, respectively. .................................. 88 
Fig 4-4. Locations of the traces of joint sets at the wall of the tunnel excavated in a rock mass and 

includes three joint sets- sp1, sp2, and sp3 are the apparent spacings of joint set 1, joint set 2, and 

joint set 3, respectively ...................................................................................................................... 89 
Fig 4-5. A rock mass including three joint sets with apparent spacings equal to 0.1, 1, and 6 meters, 

(a) cross-section of the tunnel along its direction showing the repeating pattern of the discontinuities 

in the direction of the tunnel and 3rd set’s apparent spacing (6m), (b) apparent spacings of 1st and 2nd 

joint sets, (c) close up of the section of the tunnel that includes STL, (d) and (e) close up of the 

beginning and end of the STL showing the existence of an analogous pattern at both ends........... 90 
Fig 4-6. Specifying the apparent spacing of a joint set at the wall of the tunnel (a) Ɵ i is the angle 

between normal to joint set and direction of the tunnel, (b) variation of the joint spacing by deviation 

from the perpendicular cross of the tunnel and fracture plane .......................................................... 91 
Fig 4-7. Numerical models for validation of the existence of the STL using 3DEC software- the tunnel 

in all cases is excavated in the y-direction (S-N) .............................................................................. 93 
Fig 4-8. Boundary conditions and calculation methods applied in numerical simulations (a) flow planes 

or the planes of the fractures, (b) pore pressure around the tunnel in a flow plane, (c) flow plane zones 

selected for calculation of the inflow rate to the tunnel ..................................................................... 94 
Fig 4-9. Average inflow rate to the tunnel for half STL (0.5STL), 1STL, 1.5 STL, 2STL, and 3STL- the 

diagram shows that the average inflow rate is equal for the tunnels with 1STL, 2STL, and 3STL but 

differs for the 0.5STL and 1.5STL ..................................................................................................... 96 
Fig 4-10. Methodology used for analytical calculation of the block surface area. (a) a model comprising 

of three joint sets, (b) selected block not cut by the boundaries of the model, (c) edge vectors and 

surface area of each side of the selected block ................................................................................ 98 
Fig 4-11. Inner view of an intact block. Edge vectors of the block and the angles between the true 

spacing of joint set 1 and direction of the edge vector A (Ɵ1). Ɵ2 and Ɵ3 could be specified with the 

same method. γA/B, γA/C, and γB/C are the angles between edge vectors A&B, A&C, and B&C, 

respectively. ....................................................................................................................................... 99 
Fig 4-12. Relationship between inflow rate to the tunnel and logarithm of RBLV that is calculated using 

(a) analytical and (b) numerical methods ........................................................................................ 103 



xiv 
 

Fig 4-13. Relationship between the inflow rate and logarithm of RBLS calculated using (a) analytical 

and (b) numerical methods .............................................................................................................. 104 
Fig 4-14. Relationship between the inflow rate and the 3D fracture intensity (P32) that is calculated (a) 

analytically and (b) numerically ....................................................................................................... 105 
Fig 4-15. Variations of the inflow rate with the tunnel length as the multiple of STL for case number 

10 of Table 4-3. The inflow rate to the tunnel with a length equal to 1STL is the same as that for the 

length of tunnel equal to n×STL. ..................................................................................................... 106 
Fig 5-1. Boundary conditions and calculation methods applied in numerical simulations. (a) pore 

pressure around the tunnel in a flow plane and applied boundary conditions, (b) discharge rate in flow 

planes (c) flow plane zones selected for calculation of the inflow rate to the tunnel ...................... 119 
Fig 5-2. Individual effect of the parameters on the unit inflow rate to the tunnel for (a)hydraulic 

aperture, (b)Spacing, (c)Tunnel radius, (d)the angle between normal to joint set and tunnel and 

(e)water head above the tunnel; the green line shows the relevant inflow rate by analytical 

method[189]. As it is written in images in red, all parameters have interaction effects on the unit inflow 

rate to the tunnel .............................................................................................................................. 127 
Fig 5-3. The effect on the inflow rate to the tunnel of the interaction between the water head above 

the tunnel, and the angle between tunnel and the normal to joint set ............................................. 129 
Fig 5-4. The effect of interaction between water head above the tunnel and tunnel radius on the unit 

inflow rate ........................................................................................................................................ 130 
Fig 6-1. The structural characteristics of a rock mass ..................................................................... 140 
Fig 6-2. The methodology used for the analytical calculation of the block volume. (a) a model 

comprising three joint sets, (b) the selected block is not cut by the boundaries of the model, (c) all the 

intact blocks are identical in dimension and volume. ...................................................................... 141 
Fig 6-3. Block volume calculation models, (a) an intact block that produced by three joint sets. (b) 

normal to joint set (NJ1, NJ2 and NJ3), edge vectors (A, B, and C) and true spacing of joint set 1 (S1) 

as well as the angle between A and S1 (θ1) and the angle between joint set 1 and 2 (γ3) ............. 142 
Fig 6-4. A 20x20 m rock mass that includes three joint sets with dip/dip direction according to case 

number 6 in Table 6-3, but with different spacings (2, 3, and 4 meters for joint sets 1, 2, and 3, 

respectively). ................................................................................................................................... 146 
Fig 6-5. Graphical representation of the block volumes for the cases presented in Table 6-4, that are 

calculated by models of Table 6-1 and the method that is developed in this article (method “A”).. 149 
Fig 7-1. The structural characteristics of a rock mass ..................................................................... 158 
Fig 7-2. The block that is created by the cross of joint sets 1, 2 and 3 for development of the model 

(a) the produced intact block as a result of three persistent joint sets. (b) Inner view of an intact block. 

Edge vectors (A, B and C), normal to joint set (NJ1, NJ2 and NJ3) and true spacing of joint set 1 (S1) as 

well as the angle between edge vector A and S1 (θ1) and the angle between edge vector A and B 

(γAB). ................................................................................................................................................ 159 
Fig 7-3. The basics for block volume and surface calculation. (a) the core view of the fractured rock 

mass for selection of the intact blocks. As the boundary blocks are cut by the model boundaries, they 

are not considered for the model development. (b) the intact blocks that were used for development 

of the analytical model as per [220, 240]......................................................................................... 162 
Fig 7-4. Stereographic projection of three joint sets and the method for measuring angles θ1, θ2 and 

θ3 and γA/B, γA/C and γB/C. P1, P2 and P3 are the poles of joint sets 1, 2 and 3, respectively. .......... 165 
Fig 7-5. The effect of interaction between spacing (S) and the angle between joint sets (γ) on the 

volume and surface area of the block, by using the response surface methodology ..................... 167 
Fig 7-6. (a) 3D surface plot and (b) contour plot of the error of Palmström method [228] for calculation 

of the block volume .......................................................................................................................... 169 
Fig 7-7. (a) 3D surface plot and (b) contour plot of the error of Palmström method [227] for calculation 

of the block volume .......................................................................................................................... 169 



xv 
 

Fig 7-8. (a) 3D surface plot and (b) contour plot of the error of Latham method [232] for calculation of 

the block volume .............................................................................................................................. 170 



 
 

LIST OF SYMBOLS 

(.): Inner product of a pair of vectors (a number) 

(×): Cross product of a pair of vectors (a vector) 

a1: longest dimension of a block (m) 

a3: Shortest dimension of a block (m) 

a: Ratios of hydraulic conductivities 

A: The area of the observation zone (m2) 

Ai: Surface area perpendicular to the direction of the fluid flow (m2) 

𝐴, �⃑⃑�, 𝑎𝑛𝑑 𝐶: Edge vectors of the intact block 

b: aperture of the fracture (m) 

Cf: Fracture compressibility (kPa-1) 

D1, D2, and D3: Dip of the joint set 1, 2 and 3 (o) 

DD1, DD2, and DD3: Dip direction of the joint set 1, 2 and 3 (o) 

DIP: Dip angle of the joint set (o) 

DD: Dip direction of the joint set (o) 

DT: Diameter of the tunnel (m) 

ei: Average hydraulic aperture of ith set (m) 

Edoa: Erosion, discontinuity orientation adjustment 



xvii 
 

Eij: Hydraulic aperture of the jth fracture of the ith set at ground surface (m) 

f*i: Apparent frequency of the ith set at the wall of the tunnel (m-1) 

fi: Real frequency of the ith set (m-1) 

g: Gravitational acceleration (m.s-2) 

Δhx, Δhy and ∂hz: Variations of the hydraulic head isolines in the x, y and z directions (m) 

h: Hydraulic head (m) 

HC: Hydraulic conductivity index 

iij: Hydraulic gradient in the plane of ith set 

ir: Radial component of the hydraulic gradient 

ix, iy, iz: Hydraulic gradient in x, y and z direction, respectively 

Ja: Joint alteration number 

JCond: Joint condition 

Jn: Number of joint sets 

Jo: Joint aperture (m) 

Jr: Joint roughness number 

Js: Relative block structure 

Jv: Number of joints intersecting a volume of 1m3 of rock (m-3) 

K: Hydraulic conductivity tensor of the fractured rock 



xviii 
 

K1, K2 and K3: Principal hydraulic conductivities (m.s-1) 

K2y, K1x: Principal sub-vertical and sub-horizontal hydraulic conductivities (m.s-1) 

Keq: Equivalent hydraulic conductivity (m.s-1) 

Kf: Hydraulic conductivity of the fracture (m.s-1) 

Kij: Hydraulic conductivity matrix 

kij: Permeability matrix 

Kni: Initial joint stiffness of ith set (N.m-1) 

li: The joint length of set i (m) 

L: The characteristic length of the rock mass (m) 

N: Total number of sets of discontinuities 

ni: Normal to joint set i vector 

NJ1, NJ2, and NJ3: Normal vectors to joint set J1, J2, and J3 plane 

Nr: Number of random joints in the real location 

P: Plunge of the tunnel direction (o) 

P32: 3D volumetric fracture intensity (m-1) 

Pi: Joint persistent of set i 

PiT: Perimeter of the trace of ith set plane on the wall of the tunnel (m) 

q: Discharge rate (m3/s) 



xix 
 

r: Distance from the centre of the tunnel (m) 

R: Tunnel radius (m) 

R2: Coefficient of determination 

RBL: Representative block of a fractured rock mass 

RBLS: Surface area of the representative block (m2) 

RBLV: Volume of the representative block (m3) 

S: The average joint spacing measured along the drill core (m) 

Sa: Average joint spacing of all sets (m) 

Sb: Block surface area (m2) 

Si: Average spacing of joint set i (m) 

Spi: Apparent spacing of the joint set i at the wall of the tunnel (m) 

TT: Trend of the direction of the tunnel (o) 

T: Transmissivity (m2/s) 

uL: Lugeon 

𝑢𝐴⃑⃑⃑⃑⃑, 𝑢𝐵⃑⃑ ⃑⃑ ⃑, and 𝑢𝐶⃑⃑ ⃑⃑⃑ : unit vectors of 𝐴, 𝐵,⃑⃑⃑⃑  𝑎𝑛𝑑 𝐶 

Vb: Volume of blocks (m3) 

Vb
A: The analytically calculated block volume (m3) 

ΔVij: Aperture closure of ith set as a result of the overburden load (m) 



xx 
 

Vmij: Average maximum closure of of ith set’s aperture (m) 

Z: Depth of the tunnel centre below the groundwater table (m) 

β: Form factor of the blocks 

γ1, γ2, and γ3: Angle between each pair of joint sets (o) 

γAB: Angle between edge vector A and B (o) 

γi: Angle between joint sets (o) 

θiT: Angle between tunnel direction and normal to ith set plane (ni) (o) 

θi: Angle between edge vector and Si (o) 

µ: Dynamic viscosity of water (Pa.s) 

ρ: Fluid density (kg.m-3) 

σn: Normal stress (N.m-2) 



 
 

LIST OF ABBREVIATIONS 

3DEC: Three-dimensional distinct element code 

ANOVA: Analysis of Variances 

BHTV: Borehole televiewer 

CCD: Central Composite Design 

CGD: Gouge Content Designation 

CV: Coefficient of Variation 

DFN: Discrete fracture network 

DI: Depth index 

Equivalent Permeability: A constant tensor in Darcy’s law representing flow in a heterogeneous 

medium 

FLAC: Fast Lagrangian Analysis of Continua, numerical modelling software for advanced 

geotechnical analyses 

FISH: FLAC-ISH or the language of FLAC software 

GSI: Geological strength index 

JCS: Joint wall compressive strength 

JRC: Joint roughness coefficient  

LCM: Least Common Multiple 



xxii 
 

LPI: Lithology Permeability Index 

REV: Representative Elementary Volume (m3) 

RMR: Rock mass rating 

RMSE: Root Mean Square Error 

RQD: Rock quality designation 

RSM: Response Surface Methodology 

SGR: Site Groundwater Rating 

STL: Specific Tunnel Length (m) 

TIC: Tunnel Inflow Classification 

wJd: weighted joint density (m-1) 



 
 

DEDICATION 

 

 

 

 

To my loved ones, Maryam and Ayhan 

“A mes proches, Maryam et Ayhan” 



 
 

ACKNOWLEDGMENTS 

I would like to express my sincere appreciation to my research supervisor, Prof. Ali Saeidi, for 

his trust, continuous support, kindness and care during my PhD. I enjoyed every minute of work under 

his supervision. 

I would like to warmly thank my co-supervisor, Prof. Romain Chesnaux, for his support and 

kindness. I learned many things from Romain, either scientific or ethical. 

I would like to express my gratitude to Prof. Alain Rouleau, for his valuable feedbacks and 

technical support during my research. Collaborating with him is a valuable asset that I have gained. 

I am deeply grateful to the members of my committee, Prof. Duygu Kocaefe, Prof. Mohamed El 

Tani and Prof. Silvain Rafini, for their worthwhile guidance and support. 

I would like to thank the Itasca Consulting Group in Minneapolis for the IEP Research Program, 

especially Jim Hazzard, for his valuable technical help and advice. 

Last but not least, I would like to sincerely thank my family and friends for all the love and 

support they provided me throughout my studies.



 
 

CONTRIBUTION OF THE AUTHORS 

JOURNAL ARTICLES 

A review of existing methods used to evaluate the hydraulic conductivity of a fractured rock 

mass, Engineering geology, Volume 265, February 2020, 105438, 

https://doi.org/10.1016/j.enggeo.2019.105438 

A new combined analytical-numerical method for evaluating the inflow rate into a tunnel 

excavated in a fractured rock mass, Engineering geology, Volume 283, 20 March 2021, 106003, 

https://doi.org/10.1016/j.enggeo.2021.106003 

The specific length of an underground tunnel and the effects of rock block characteristics on 

the inflow rate, Geosciences 2021, 11(12), 517; https://doi.org/10.3390/geosciences11120517  

Rock block volume calculation by analytical method for geological engineering applications, 

Submitted to “Journal of Rock Mechanics and Geotechnical Engineering” journal 

Effects of fracture system geometrical parameters on the inflow rate into a tunnel in rock: a 

numerical modelling experiment, Submitted to “Quarterly Journal of Engineering Geology and 

Hydrogeology” journal 

Development a practical method for calculation of the block volume and block surface in a 

fractured rock mass, will be submitted soon 

CONFERENCE PAPERS 

Numerical modelling for determining the local vertical hydraulic gradient at the wall of a tunnel, 

GeoCalgary Conference, September 2020, Calgary, Canada 

Numerical investigation of the relationship between the inflow rate to the tunnel, block volume 

and block surface area, The Evolution of Geotech- 25 Years of Innovation, 141, 

https://doi.org/10.1201/9781003188339-19  

Dependency of the average inflow rate to the tunnel that is excavated in a fractured rock mass 

to its Length and direction, GeoNiagara Conference, September 2021, Niagara Falls, Canada 

 

 

https://doi.org/10.1016/j.enggeo.2019.105438
https://doi.org/10.1016/j.enggeo.2021.106003
https://doi.org/10.3390/geosciences11120517
https://doi.org/10.1201/9781003188339-19


 
 

CHAPTER 1  

INTRODUCTION 

1.1 STATEMENT OF THE PROBLEM 

The fluid flow through a fractured rock mass may cause various problems for structures that 

are supposed to be constructed (excavated) in rocky formations. Seepage to the underground tunnel 

may increase the risk of rockfall from the tunnel wall and reduce the excavation rate. Waste of the 

water that has seeped from the rims of dams diminishes the available water for agriculture and 

drinking purposes. These problems pose difficulties, and given that most underground and 

aboveground structures are constructed in a rock mass, the water transferability of rock mass is a 

parameter that governs the flow of the fluid in rocky formations. Compared with the rock matrix (intact 

rock), discontinuities are the main route for transferring the water through a fractured rock because 

the permeability of the intact rock is low enough for the rock to be considered an impermeable body. 

As a result, the fluid flow rate through the fractured rock mass is largely dependent on the hydraulic 

conductivity of its fractured network. 

Calculation of the fluid flow rate through a rock mass and its hydraulic conductivity has been 

the subject of various investigations and studied using empirical, analytical, and numerical methods. 

Since the late 18th century, the empirical method based on field data has been used to formulate the 

permeability of a rock mass and the inflow rate to the tunnel. Such empirical investigations mostly 

focused on the effect of depth on the inflow rate. Moreover, the hydraulic conductivity of rock mass 

has been formulated through regression analysis of permeability data on one hand and by using 

effective parameters on the other hand. The main weakness of empirical methods is that they ignore 

the geometrical characteristics of discontinuities and regard the rock mass as a homogeneous and 

isotropic formation. Given that empirical methods are basically founded on the existence of large 

series of field data, analytical and numerical methods were developed in parallel as alternatives to 

empirical methods; they can estimate the hydraulic characteristics of rock mass within a shorter time 

and at a lower cost. Regarding rock mass as a homogeneous formation is a basic assumption in the 
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development of existing analytical methods for the calculation of the inflow rate to the tunnel and the 

hydraulic conductivity of a rock mass.  

Numerical simulations are also used to model the fluid flow through fractured networks. 

Generally, 2D numerical simulations are utilized to study the inflow rate to the tunnel. 3D models are 

often adopted for a simulation of the inflow rate to the tunnel in specific cases of fractured rock mass, 

but they have not been used to study the impact of geometrical characteristics of the joint sets on the 

inflow rate to the tunnel. On the basis of this information, the drawbacks encountered in determining 

the inflow rate to a tunnel that is excavated in a fractured rock mass are listed below. 

 Existing analytical methods for the calculation of the inflow rate to a tunnel excavated 

in a fractured rock mass mainly assume that the rock mass is a homogeneous and 

isotropic formation. As a result, the effect of fracture network geometry on the inflow 

rate is not properly included in analytical methods. Existing analytical methods are 

suitable for 2D analysis only.  

 Numerical methods for the calculation of the inflow rate to a tunnel that were developed 

using 2D simulation demonstrate a specific condition of the joint sets and tunnel 

direction. In this case, the tunnel is always perpendicular to the normal of the joint sets, 

implying that the traces of the joint sets at the tunnel wall are always in the direction of 

the tunnel. However, the angle between the tunnel and joint sets may deviate from what 

is applied in 2D numerical modeling. 

 The first step in implementing a 3D numerical simulation for the calculation of the inflow 

rate to a tunnel is to ensure that the size of the model is representative of the unlimited 

size of the formation. In hydrogeological investigations, this concept is introduced as 

representative elementary volume (REV). However, for the case of a tunnel excavated 

in a fractured rock mass, the representative size of the numerical model is not properly 

focused on by previous studies, and the predefined REV of the formation is not 

applicable to the case of a tunnel because the fluid flows toward the center of the tunnel. 
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 Given that joint sets are the main routes of the fluid flow into the tunnel and that the 

permeability of the intact rock is often assumed to be negligible in numerical modeling, 

the inflow rate to the tunnel can be formulated in accordance with the geometrical 

characteristics of the joint sets, tunnel geometry, and level of the water table. The 

development of such an equation can help in the estimation of the inflow rate to the 

tunnel. 

 The geometry of the rock block is one of the most applicable parameters of a rock mass 

in geomechanics, but it has rarely been considered in hydrogeological studies. The 

relationship between rock block characteristics, such as block surface or block volume, 

and the inflow rate to the tunnel has not been investigated by previous researchers. 

 No analytical method exists for the calculation of the surface area of the rock block. In 

addition, the results of existing analytical methods for the calculation of block volume 

show a noticeable difference with real values. Performing a reasonable estimation of 

the two parameters is necessary for determining a reliable relation between block 

geometry and inflow rate to the tunnel. 

1.2 RESEARCH OBJECTIVES 

The main objective of this thesis is to establish a relationship between the fluid flow through the 

rock mass, especially the inflow rate to a tunnel that is excavated in a fractured rock mass, and the 

geometrical characteristics of the discontinuities by using 3D numerical simulation. To achieve the 

main objective, the following sub-objectives are defined. 

 Development of an analytical model for predicting the inflow rate to a tunnel that is 

excavated in a fractured rock mass in consideration of the geometrical characteristics 

of the fractured network, level of the water table, tunnel depth, and tunnel radius. 

 Introduction of the REV of the numerical model (or representative elementary length of 

the tunnel) to the numerical simulation of the inflow rate to the tunnel. The concept of 

REV when used for geological or hydrological characteristics of a rock mass has 
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already been introduced; however, this concept should be modified when referring to 

the hydrological characteristics of the tunnel. 

 Determination of the impact of the geometrical characteristics of the joint sets on the 

inflow rate to the tunnel by using 3D numerical simulation and evaluation of the effect 

of the interaction between parameters on the inflow rate to the tunnel by using the 

response surface methodology. 

 Development and validation (via the 3D numerical simulation method) of analytical 

methods for the calculation of the area and volume of rock blocks and the volumetric 

fracture intensity of a rock mass that includes three persistent joint sets. Notably, the 

analytical method for block volume calculation is supposed to yield more accurate 

results than previously developed models. 

 Definition of the relationship between block geometries, including block surface area, 

block volume, and volumetric fracture intensity (P32), and inflow rate to the tunnel by 

using the 3D numerical simulation method. 

1.3 RESEARCH METHODOLOGY 

The specific methodology used to achieve the principal and sub-objectives of this study is briefly 

illustrated in Fig 1-1.  
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Fig 1-1. The methodology for reaching to the main and sub-objectives of this thesis. The green boxes are the objectives of the thesis.
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The first and most important step of the methodology is to review literature and existing 

publications related to the hydraulic conductivity of rock mass, especially the inflow rate to the tunnel. 

By conducting this review, various existing methods for achieving the objectives of the study are 

identified. In addition, the parameters that affect the amount of flow entering the tunnel are 

determined. After determining the effective parameters, as the second step of the research, an 

analytical method is developed for the calculation of the inflow rate to a tunnel that is excavated in a 

fractured rock mass in the steady state condition and laminar flow mode. When calculating the inflow 

rate to the tunnel, this method considers the geometrical characteristics of the discontinuities. The 

development of the analytical model consists of two steps. The first is to determine the matrix of the 

hydraulic conductivity of the rock mass, and the second step is to define the existing hydraulic gradient 

at the wall of the tunnel. Rocscience RS2 software is used to develop an empirical–numerical equation 

for the vertical hydraulic gradient at the wall of the tunnel. After obtaining the matrix of hydraulic 

conductivity and the equation of the hydraulic gradient, the inflow rate can be calculated analytically. 

The third step of the research is to calculate numerically the inflow rate to the tunnel. For this 

purpose, Itasca 3DEC software version 7 is adopted to perform numerical simulations. 3DEC is one 

of the best software for the simulation of the geomechanical and hydrogeological responses of rock 

mass, and it is designed to evaluate fractured networks. Meanwhile, the response surface 

methodology is used to achieve the principal objective of the study, which is to define numerically the 

relationship between the inflow rate to the tunnel and the effective parameters. For this purpose, 88 

numerical simulations are defined using Design Expert software to determine the individual and 

interaction effects of each parameter on the inflow rate to the tunnel and to derive the relationship 

between inflow rate and effective parameters. To ensure the accuracy of the numerical model results, 

the calculated numerical flow through a fracture is compared and validated using the cubic law; then, 

the inflow rate determined by the numerical method is validated using the previously developed 

analytical model. 
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Aside from the geometrical characteristics of the discontinuities, block geometry is considered 

in this research to determine the relationship between inflow rate to the tunnel and block size. Block 

volume, block surface, and volumetric fracture intensity (P32) are the geometrical characteristics of 

the block that are discussed in this work, and for this purpose, block geometries are calculated using 

analytical and numerical (3DEC) methods. Given that no analytical method is available to calculate 

the block surface, a method is developed in this work for the case of three persistent joint sets. In 

addition, a new analytical method is established for the calculation of block volume; this method is 

more accurate than previously developed models, and as a result, the volumetric fracture intensity 

can be analytically determined by dividing the block surface by block volume. All of the developed 

analytical models for the calculation of block geometries are validated through the numerical 

simulation method by using 3DEC software. Then, after obtaining the inflow rate to the tunnel and the 

block geometries, the relationship between them is investigated. 

1.4 ORIGINALITY AND CONTRIBUTION 

The main objective of this study is to evaluate the fluid flow through a fractured rock mass, with 

focus on the inflow rate to the tunnel. In this regard, new concepts are introduced in this dissertation 

and discussed in this section.   

As the first step of this research, existing literature is reviewed, and contemporary methods for 

the evaluation of the hydraulic conductivity of rock mass and inflow rate to the tunnel are studied. On 

this basis, a literature review article has been published as the first innovation of this thesis. 

An analytical method is developed for the calculation of the inflow rate to the tunnel. This 

method has a significant difference from other methods because it is developed based on the fluid 

flow in the fracture network. By contrast, existing methods are developed by considering an equivalent 

medium instead of fractured rock mass and hence require predefining the hydraulic conductivity of 

the rock mass prior to using analytical equations. 
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The specific length of the tunnel is introduced in this work as the representative length of the 

tunnel for numerical simulations. Notably, thus far, no criteria that should be considered in numerical 

simulations have been defined for tunnel length. Tunnel length has an important effect on the average 

inflow rate to the tunnel, and as the length changes, the inflow rate changes accordingly. 

The hydraulic gradient on the wall of the tunnel plays an important role in the value of flow 

velocity into the tunnel because when it increases, the amount of inflow increases in the same 

proportion. Investigation of the hydraulic gradient on tunnel walls has rarely been performed in 

previous studies, although a few studies have mentioned tunnel depth as the only parameter affecting 

the hydraulic gradient. However, this work confirms that in addition to tunnel depth (water head above 

the tunnel), the values of principal hydraulic conductivity and their directions are other parameters 

that affect the hydraulic gradient on the tunnel wall. 

Although several studies have focused on the effect of discontinuity geometries, tunnel 

geometry, and groundwater levels on tunnel inflow rate in 2D simulation, 3D sensitivity analysis has 

not been sufficiently performed. 2D numerical simulation of the amount of inflow rate to the tunnel 

cannot approximate the real situation compared with 3D modeling because only a special case of the 

orientation of the joint sets in relation to the direction of the tunnel is considered, i.e., the case where 

the tunnel is always perpendicular to the normal of the joint sets. In this study, a sensitivity analysis 

is performed on the aperture, spacing, and orientation of the joint sets; tunnel radius; and water head 

above the tunnel by using 3D numerical models. Apart from the individual effect of the parameters, 

the effect of their interaction on the inflow rate is also studied in this research. 

Usually, the dip and dip direction of the joint sets and the orientation of the tunnel are regarded 

as effective parameters when studying the effect of joint set orientation on the inflow rate to the tunnel. 

However, instead of these parameters, the angle between the normal to the joint sets and the direction 

of the tunnel is considered in this work. This substitution is reasonable because the traces of the joint 

sets on the wall of the tunnel are the sole pathway for transferring the fluid to the tunnel and depend 

merely on the angle between the joint set and the direction of the tunnel. 
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Block geometry is often used to develop geomechanical indices of rock mass, such as GSI and 

RMR, but not to evaluate its hydrogeological properties. In this study, the correlation between fluid 

flow through rock mass and block geometry is investigated through 3D numerical simulation. The 

volume and surface of the block and the volumetric fracture intensity (P32) are the geometric 

characteristics of the blocks that are considered in this work. 

Thus far, no analytical method is available for calculating the surface area of blocks created by 

the intersection of three persistent joint sets. In addition, existing methods for calculating block volume 

show discrepancies with actual values. In this study, an analytical method is developed for the 

calculation of the surface of blocks created by the intersection of three persistent joint sets, and it is 

validated through numerical methods. In addition, a new analytical equation is established to calculate 

the block volume. Through a comparison of the results of the developed and existing methods with 

the results of numerical simulations, the accuracy of the developed models is confirmed. Then, the 

incompatibility and application area of previous models are investigated. The volumetric fracture 

intensity is also determined analytically by using the developed method to calculate the block surface 

and block volume. This study provides an important innovation in the calculation of block geometry 

and can affect a wide range of geomechanical indices of rock mass that are based on previously 

developed methods for calculating block volume. 

1.5 THESIS OUTLINE 

A review article and five journal papers are the outcome of this thesis, and they are presented 

separately in Chapters 2 to 7. The general structure of the articles comprises the Abstract, 

Introduction, Methodology, Discussion, and Conclusion. 

CHAPTER 1 describes the overall structure of the thesis by explaining the statement of the 

problems first. On this basis, the objectives of the research are presented. Then, the methodology 

used to achieve the principal and sub-objectives of the study are described, and the originality and 

novelty of the thesis are explained. 
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CHAPTER 2 presents existing literature regarding the evaluation of the hydraulic conductivity 

of fractured rock mass and the inflow rate to the tunnel. The pros and cons of the methods and the 

limitations in the application of each model are also discussed. 

CHAPTER 3 introduces the newly developed analytical method for the calculation of the inflow 

rate to the tunnel excavated in a fractured rock mass. This chapter consists of two parts. In the first 

one, an analytical model is developed based on Darcy’s law and cubic law. In the second part, the 

hydraulic gradient on the wall of the tunnel is formulated using an empirical–numerical equation 

obtained with Rocscience RS2 software. 

In CHAPTER 4, the correlation between the inflow rate to the tunnel and block volume, block 

surface, and volumetric fracture intensity (P32) is investigated. For this purpose, the representative 

length of the tunnel for hydrogeological purposes (STL) is determined first for numerical simulation. 

Then, a new analytical method is developed based on vectoral multiplication for the determination of 

the surface area of the blocks that are created by the intersection of three persistent joint sets. The 

correlation between inflow rate to the tunnel and block geometries is investigated by performing 

numerical simulations and regression. 

In CHAPTER 5, the relationship between the inflow rate to the tunnel and the geometrical 

characteristics of the discontinuities, tunnel radius, and groundwater level is formulated by 

implementing a numerical simulation with 3DEC and designing numerical experiments with the 

response surface methodology (RSM). 

As mentioned, the relationship between block geometries and inflow rate to the tunnel is 

investigated in CHAPTER 4. However, the discrepancy between the analytically calculated block 

volume and the block volume from 3DEC software requires the development of another analytical 

method for the calculation of block volume. Thus, in CHAPTER 6, an analytical model based on 

vectoral multiplication is developed to calculate the volume of the blocks that are formed by the 

intersection of three persistent joint sets. The model is validated using 3DEC software. 
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The vectoral methods for the calculation of block volume and block surface (also volumetric 

fracture intensity) in CHAPTER 4 and CHAPTER 5 may be not simple enough to be used by 

practitioners or geologists. In this regard, in CHAPTER 7, the stereographic projection method is 

adopted to develop analytical equations for the calculation of the volume, surface area, and volumetric 

fracture intensity of rock mass that includes three persistent joint sets. The inconsistency of each 

method is examined using RSM and Design-Expert software. 

CHAPTER 8 presents the most important outcomes of the present work and the directions for 

future research. Supplementary data related to CHAPTER 5 are presented in CHAPTER 9. 
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Article 1: A review of existing methods used to evaluate the hydraulic conductivity of a 

fractured rock mass 
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Université du Québec à Chicoutimi, 555 boulevard de l’Université, Chicoutimi, Québec G7H 2B1, 

Canada 

Email: alireza.shahbazi1@uqac.ca 

2.1 HIGHLIGHTS 

 Existing methodologies for investigating the hydraulic conductivity of a rock mass are 

reviewed comprehensively 

 Hydraulic conductivity of a rock mass can be assessed by empirical, analytical, and 

numerical methods 

 The advantages and disadvantages of existing methods for rock mass permeability are 

summarized 

 Future direction for assessing the hydraulic conductivity of a rock mass are discussed 

2.2 ABSTRACT 

We review the existing methods for evaluating the hydraulic conductivity of a rock mass. Rock 

mass permeability may be assessed using empirical, analytical and numerical approaches. Empirical 

methods use data from in situ field tests to derive the relationship between depth and permeability by 

applying a curve-fitting method and establishing the relationship between hydraulic conductivity and 

a geological index. Analytical methods rely on Darcy and cubic laws to estimate the permeability of a 

rock mass by taking into account the geometrical characteristics of the joint sets. Analytical equations 

of the flow rate into underground excavations are also developed by solving the Laplace equation for 

homogeneous and isotropic aquifers under various boundary conditions. Numerical modelling can 

evaluate the outcomes of both empirical and analytical approaches (and vice versa) and can provide 

a sensitivity analysis of the parameters that affect rock mass permeability. The importance of stress 

mailto:alireza.shahbazi1@uqac.ca


13 
 

and joint set characteristics is often investigated via numerical modelling, as are the scale effect and 

directional permeability. In this review paper, we provide a comprehensive review of these 

approaches for studying rock mass permeability. We summarize the advantages and disadvantages 

of existing methods and highlight potential future research directions. 

Keywords: Hydraulic conductivity, Permeability, Rock mass, Empirical method, Analytical model, 

Numerical model

2.3 INTRODUCTION 

The seepage of water into underground excavations from groundwater or aboveground reservoirs is 

an important aspect of water resource management. Quality information related to seepage is essential for 

a wide range of scenarios. Knowledge of the seepage rate from the rock foundation of a dam can help 

assess the feasibility of dam construction. This information can also help adequately modify the base and 

reservoir rims [1-3]. In underground water reservoirs, the hydraulic properties of the rock formation govern 

the discharge rate of water wells; it is thus essential to obtain a reliable evaluation of these properties. 

Before construction of an underground excavation, a comprehensive understanding of the hydraulic 

properties of a rock formation is necessary to properly evaluate the stability of the cavity walls and possible 

means of evacuating seeped water from the excavation area [4-6]. Finally, the leakage of radioactive waste 

or petroleum reservoirs [7, 8] poses another risk potential that can only be accurately assessed through 

knowledge of the hydraulic characteristics of the surrounding rock mass. 

Studies assessing water inflow into underground excavations were some of the first to begin looking 

at the in-depth permeability of rock masses. The works of Snow [9], Carlsson and Olsson [10], and many 

others, through to Chen et al. [2] published numerous equations to address the problem of evaluating rock 

mass properties. Given that the rock type (sedimentary, metamorphic, and igneous) and class (GSI, RMR, 

etc.) vary between most studies sites, each developed equation is, however, valid only for a specific setting. 

In general, permeability decreases with depth; the rate of change is highest at subsurface depths and 

the rate of change decreases with depth. An existing set of equations link the empirical equations of 
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permeability and rock mass indices derived from core log data [11-13]. Of these various rock mass indices 

(i.e., RMR, RQD, and GSI), RQD is the most readily available data obtained from boreholes, and therefore 

the RQD-permeability relationship is the one most frequently determined [11-15]. 

In parallel with these empirical investigations, researchers developed analytical formulations of 

permeability by considering effective parameters and applying Darcy and cubic laws as well as the Laplace 

equation. The Laplace equation and the assumption of a homogeneous and isotropic medium are 

fundamental aspects of all permeability models that are developed to measure water inflow rates into 

underground tunnels. Differences between models stem from variable initial boundary conditions and the 

specific approaches that are used. Muskat and Meres [16] and Goodman et al. [17] published the initial 

elementary models that were further developed by Park et al. [18]. 

One of the earliest classic models of the permeability tensor of a rock mass was developed by Snow 

[19]. He introduced a model that considered the geometrical characteristics of the joint sets. Oda [20] 

developed a rock mass permeability tensor by defining the crack tensor and using the probability of the 

presence of cracks. More recently, in addition to the parameters considered previously when evaluating the 

permeability tensor of the rock mass, Zhou et al. [21] added the effect of stress and joint interconnections 

and developed a set of analytical equations to predict water flow into tunnels. 

Numerical modelling can be applied to the sensitivity analysis of joint geometry [22, 23], as well as to 

the assessment of how the mechanical properties of fractures [23, 24], stress [25-27], and scale effects [28, 

29] affect rock mass permeability. Modelling can also evaluate tunnel inflow rates [22, 23, 30]. Because 

numerical models of rock mass permeability are applied most often to evaluate in-depth permeability, and 

because stress increases with depth, the developed models have focused mainly on the effect of stress on 

permeability. Normal stress decreases permeability [25, 31, 32], whereas shear stress increases 

permeability [25, 33, 34]. Furthermore, sensitivity analysis demonstrates that increased joint frequency 

(which is the opposite of spacing) [22, 23] and interconnection [22, 30, 31] promote permeability. The effect 

of mechanical and physical properties of fractures on rock mass permeability have also been modelled 

numerically [23, 25, 33]. The relevance of the representative elementary volume (REV) in evaluating the 
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hydrological properties of a rock mass has been investigated [25, 28, 29]. Based on directional hydraulic 

conductivity, the scale of the discrete fracture network has been shown to mainly affect hydraulic 

conductivity values. 

The accuracy of a numerical model is governed mostly by the degree to which the fracture network 

generated for use in the modelling effort is representative of reality. To generate the discrete fracture 

network (DFN), it is possible to collect in situ data [35] or to generate the DFN either stochastically [36] or 

mechanically [36]. In this regard, considering the correlation between the geometrical parameters of the 

rock mass in the DFN results produces a more realistic fracture network. 

This review paper presents a comprehensive state of the art of methods used to assess hydraulic 

conductivity in fractured rock environments. It aims to serve as a reference document and guide for 

characterizing the hydraulic properties in fractured rock; such a guide may be useful for both practitioners 

and consultants. We present the empirical, analytical and numerical methods, respectively. For each 

approach, we detail its development, evolution as well as advantages and drawbacks. 

Empirical equations are useful for the formations for which they have been developed; in 

consequence, utilization of rock mass indices (RMR, RQD, etc.,) developed specifically to determine 

geomechanical characteristics may be less appropriate for assessment of hydraulic behaviour. Analytical 

equations are economical and rapidly accessible tools that may yield a rough estimation of the permeability 

of the rock mass; future research on analytical equations aim to increase the effectiveness of parameters 

as well as consideration of uncertainties in these parameters. The assumption of rock mass as a 

homogeneous and isotropic media for predicting inflow rate to underground tunnels is limited by the fact 

that hydraulic conductivity of fractured media is highly dependent on the direction of the measurement. 

Numerical models require greater time (and cost) expenditures than other methods, but they accommodate 

a higher number of influential parameters and they offer the possibility of conducting sensitivity analyses. 
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2.4 EMPIRICAL METHODS 

Evaluating the hydraulic conductivity of a rock mass using an empirical approach relies on in situ 

permeability data and establishing correlations between permeability, depth [37-39], and the geological 

characteristics of the rock mass. In this section, we present the most important empirical investigations of 

permeability and fluid flow through a rock mass. In the first part, we survey developed permeability-depth 

equations. We then discuss efforts to relate permeability with existing geological indices. 

2.4.1 Depth-permeability relationship 

Empirical studies of permeability as a function of depth represent some of the earliest and most 

common investigations of permeability [37, 39, 40]. The experimental routine for measuring in-depth 

permeability consists of applying the double-packer test [2, 41, 42] and/or Lugeon test [2, 43] at various 

depths. Regression analysis of this data produces a depth-hydraulic conductivity curve; however, 

permeability values obtained via this method are not very representative of the actual permeability in 

fractured rock. The permeability values obtained by such tests depend on the test location and are 

applicable only to the rock formation in the immediate vicinity of the tests. Results cannot be applied to the 

overall rock mass, as geological characteristics are not homogeneous throughout the entire rock mass [44]. 

In empirical investigations, in situ stress is the most important parameter affecting the in-depth 

permeability of a rock mass; gravity stress is the most common source of this stress. In situ stress directly 

affects the fracture aperture, i.e., the main route of fluid flow in the rock mass, and consequently modifies 

the permeability of the rock formation [45-47]. Unlike aperture, which decreases with depth due to gravity 

stress, discontinuous spacing usually increases with depth [48] and has less of an effect than aperture on 

the in-depth variations of permeability [42]. Snow [49] originally argued in favour of the existence of a 

relationship between depth and joint spacing, although there is now general agreement that a change of 

aperture and spacing with depth does not occur [45]. 

Generally, there is also agreement that the depth-related variation in hydraulic conductivity of a rock 

mass is a decreasing trend; however, there are different formulations of the hydraulic conductivity–depth 
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relationship. Piscopo et al. [45], propose a relationship between rock mass depth, spacing, and hydraulic 

conductivity by arguing that the decrease of K with depth is related to a decreased hydraulic aperture. They 

define K as: 

𝐾 = 𝐾0  exp(−𝛽𝑑) (2-1) 

where K is the hydraulic conductivity (m s-1), K0 is ground surface hydraulic conductivity (between 

0.84 × 10-7 and 3.64 × 10-7, where its arithmetic mean is 2.75 × 10-7), β is a constant of approximately 9.3 

× 10-3 (m-1), and d is depth (m). 

In the manner of Piscopo et al. [45], various forms of the hydraulic conductivity–depth relationship 

have been published (these are listed in chronological order in Table 2-1. Given that the experimental 

approach of all the equations is generally the same, differences between the equations are due to their 

application to differing rock formations. 
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Table 2-1. Recommended empirical formulations for assessing the hydraulic conductivity of a rock mass 

with depth 

Equation Reference Parameters Rock type 

𝐿𝑜𝑔 𝑘 = −8.9 − 1.671 𝐿𝑜𝑔 𝑧 Snow [9] 
k, permeability (ft2); 

z, depth (ft). 

Sandstone and 

limestone 

𝐾 = 𝐾0  exp(−𝑎𝑑) Louis [50] 

K, hydraulic conductivity 

(m/s); 

K0, hydraulic conductivity at 

ground (m/s); varies between 

0.84×10-7 and 3.64×10-7; 

d, depth (m); 

a, empirical coefficient 

between 3.4 × 10-3 and 7.8 × 

10-3. 

Igneous and 

metamorphic rocks 

𝐾 = 10−(1.6𝐿𝑜𝑔𝑧+4) 
Carlsson and Olsson 

[10]  

K, hydraulic conductivity 

(m/s); 

z, depth (m). 

Gneiss granite 

(crystalline) 

𝐿𝑜𝑔 𝐾

= −5.57 + 0.352 𝐿𝑜𝑔 𝑧

− 0.978 (𝐿𝑜𝑔 𝑧)2

+ 0.167 (𝐿𝑜𝑔 𝑧)3 

Burgess [38] 

K, hydraulic conductivity 

(m/s); 

z, depth (m). 

Metamorphic rock 

𝐾 = 𝐾𝑖 [1 −
𝑧

58 + 1.02𝑧
]
3

 Wei et al [40] 

z, depth (m); 

K, hydraulic conductivity 

(m/s); 

Ki, hydraulic conductivity 

near ground surface (m/s); 

varies between 0.84 × 10-7 

and 3.64 × 10-7. 

Igneous and 

metamorphic 

(crystalline) rocks 

𝐾 = 𝐾0  exp(−𝛽𝑑) Piscopo et al. [45] 

K, hydraulic conductivity 

(m/s); 

K0, hydraulic conductivity 

near ground surface (m/s); 

varies between 0.84×10-7 

and 3.64 × 10-7; 

d, depth (m) (85–140 m); 

β, empirical coefficient at 9.3 

× 10−3 (l/m). 

Mainly andesite and 

secondary 

metamorphic 

(igneous and 

metamorphic) rocks 

K=2×10−6 d −0.48 Chen et al. [2] 

K, hydraulic conductivity 

(m/s); 

d, depth (m). 

Igneous and 

metamorphic rocks 

To better visualize the equations presented in Table 2-1, a selection of these equations is illustrated 

in Fig 2-1. Average ground surface hydraulic conductivity (K0) is equal to 2.75 × 10-7 and the arithmetic 

mean of “β” is used for equation (2-1). Trends for equations are very similar; differences are attributed to 

rock type and discontinuities. The Louis [50] and Piscopo et al. [45] equations describe a linear relationship 

for log K-depth, whereas the other equations are curvilinear in form. The Snow [9] and Carlsson and Olsson 
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[10] curves are almost identical, although the rate of the change of K with depth is predicted almost 

identically by Burgess [38] and to a slightly greater difference by Wei et al. [40]. 

 
Fig 2-1. Variation in the hydraulic conductivity of a rock mass with depth using a harmonized K0 and 

based on 𝐾 = 𝐾0 𝑒𝑥𝑝 (𝑎𝑑)-type equations 

2.4.2 Formulation using rock mass indices 

In rock mass geomechanical studies, indices used for assessing stability include the rock mass rating 

(RMR), geological strength index (GSI), and rock quality designation (RQD). Some researchers have tried 

to establish an empirical relationship between these indices and hydraulic conductivity [12, 14, 15]. Jiang 

et al. [15], defining the RQD from borehole data at a depth of 11 to 88 m, posited a relationship between 

rock mass transmissivity and the RQD. From the core log of the borehole, they first defined the joint spacing. 

Using the Priest and Hudson [51] equation for relating RQD and joint spacing, Jiang et al. (2009) then 

defined the RQD for each borehole. From linear regression, the change of RQD with depth can be 

expressed by Eq.(2-2). Note, however, that any formulation for relating RQD to depth was rejected by 

Piscopo et al. [45]. 
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where h is depth. Then, based on the packer test data, the relationship between transmissivity and 

depth is also fitted using regression analysis based on the Swan model [52] (√𝑇
3

= −𝐴1ℎ + 𝐴2 ), and 

demonstrated by Eq.(2-3): 

 

Finally, by comparing equations (2-2) and (2-3), Jiang et al. published Eq.(2-4) to correlate K and RQD (Fig 

2-2): 

𝐾 = 0.4892 exp(−0.0543 × 𝑅𝑄𝐷) (𝑅2 = 0.7809) (2-4) 

 
Fig 2-2. Scatterplot of mean hydraulic conductivity versus mean RQD [15] 

By the same method, other relationships between hydraulic conductivity and RQD [11, 12], GSI-RQD 

[11], and RMR-RQD [13] have been developed (Table 2-4). Fig 2-3 summarizes the existing relationships 

between hydraulic conductivity and RQD, as listed in Table 2-4. 

𝑅𝑄𝐷 = 0.2875ℎ + 65.751 (2-2) 

√𝑇
3

= 0.116 log ℎ + 0.3695 (2-3) 
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Fig 2-3. Existing relationships between hydraulic conductivity and RQD based on the published equations 

of Table 2-4 

Ku et al. [53] defined another index of rock mass permeability. They relied on the geological 

parameters of RQD, depth index (DI, influence of the depth on permeability), gouge content designation 

(GCD), and the lithology permeability index (LPI, influence of mineral composition, grain size, texture, 

colour, and so forth on permeability). This new index, HC, evaluates the hydraulic conductivity of a rock 

mass and is defined according to equation (2-5): 

𝐻𝐶 =  (1 − 𝑅𝑄𝐷) (𝐷𝐼) (1 − 𝐺𝐶𝐷) (𝐿𝑃𝐼) (2-5) 

The definitions and formulas of each parameter of equation (2-5) are presented in Table 2-2. 

Table 2-2. Description of the parameters of rock mass permeability indices as published by Ku et al. [53] 

Parameter Formula Remarks 

Depth index 

(DI) 
𝐷𝐼 = 1 −

𝐿𝑐
𝐿𝑇

 

LT, total length of the borehole (m); 

Lc, depth in the middle of a double-packer test interval 

in the borehole (m). 

Gouge 

content 

designation 

(GCD) index 

𝐺𝐶𝐷 =
𝑅𝐺

𝑅𝑇 − 𝑅𝑆
 

RS, cumulative length of core pieces longer than 

100 mm in a run (m); 

RT, total length of the core run (m); 

RG, total length of gouge content (m). 
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Lithology 

permeability 

index (LPI) 

According to  

Table 2-3 

 

Rock quality 

designation 

(RQD) 

𝑅𝑄𝐷 = 100(1 +
1

10𝑠
)exp (−

1

10𝑠
) s, joint spacing (m) 

 
Table 2-3. Description and ratings for the lithology permeability index (LPI) [53] 

Lithology 

Hydraulic conductivity (m/s) 
Range of 

rating 

Suggested 

rating Reference [54] 
Reference 

[55]. 

Reference 

[56] 
Kaverage 

Sandstone 10-6–10-9 10-7–10-9 10-7–10-9 10-7.5 0.8–1.0 1.00 

Silty sandstone (SS) - - - - 0.9–1.0 0.95 

Argillaceous sandstone - - - - 0.8–0.9 0.85 

SS interbedded with 

some shale 
- - - - 0.7–0.8 0.75 

Alternations of SS and 

shale 
- - - - 0.6–0.7 0.65 

Shale interbedded with 

some SS 
- - - - 0.5–0.7 0.60 

Alternations of SS and 

mudstone 
- - - - 0.5–0.6 0.55 

Dolomite 10-6–10-10.5 10-7–10-10.5 10-9–10-10 10-8 0.6–0.8 0.70 

Limestone 10-6–10-10.5 10-7–10-9 10-9–10-10 10-8 0.6–0.8 0.70 

Shale 10-10–10-12 10-10–10-13 - 10-10.5 0.4–0.6 0.50 

Sandy shale - - - - 0.5–0.6 0.60 

Siltstone 10-10–10-12   - - 10-11 0.2–0.4 0.30 

Sandy siltstone   -   -   -   - 0.3–0.4 0.40 

Argillaceous siltstone   -   -   -   - 0.2–0.3 0.20 

Claystone   - 10-9–10-13   - 10-11 0.2–0.4 0.30 

Mudstone   -   -   -   - 0.2–0.4 0.20 

Sandy mudstone   -   -   -   - 0.3–0.4 0.40 

Silty mudstone   -   -   -   - 0.2–0.3 0.30 

Granite   -   - 10-11–10-12 10-11.5 0.1–0.2 0.15 

Basalt 10-6–10-10.5 10-10–10-13   - 10-11.5 0.1–0.2 0.15 

The HC index (equation (2-6)) can be used to predict hydraulic conductivity (K): 

𝐾 = 2.93 × 10−6 (𝐻𝐶)1.380  (𝑅2 = 0.866) (2-6) 

Equations for the relationship between rock mass geological indices and hydraulic conductivity are 

summarized in Table 2-4. 
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Table 2-4. Existing equations for hydraulic conductivity of a rock mass using rock mass geological indices 

Equation Reference Parameters Type of rock 

𝑢𝐿 =  exp [(5.5 + (
16.5 𝐽𝐶𝑜𝑛𝑑 − 165

𝑅𝑄𝐷
))

− 1] 

Öge [11] 

uL, Lugeon value for 

hydraulic conductivity 

(uL). 

Agglomeratic, basaltic, 

andesitic, siltstone, clay 

stone, marl 

𝐾𝑎  =  0.01382 − 0.003 ln 𝑅𝑄𝐷 Qureshi et al. [12] 

Ka, apparent 

hydraulic conductivity 

(cm/s); 

RQD, rock quality 

designation (%). 

Sedimentary rocks 

(mainly in sandstone 

and limestone) 

𝐾 = 177.45 exp(−0.0361 × 𝑅𝑄𝐷) 

𝐾 = 5 × 106 exp(−0.1923 × 𝑅𝑀𝑅) 

El-Naqa [13] 

For borehole data 

K, hydraulic 

conductivity in 

Lugeon (uL); 

RQD, rock quality 

designator (%); 

RMR, rock mass 

rating. 

Cambrian sandstone 
𝐾 = 890.9 exp(−0.0559 × 𝑅𝑄𝐷) 

𝐾 = 3166.1 exp(−0.0755 × 𝑅𝑀𝑅) 

El-Naqa [13] 

For field mapping 

𝐾 =  0.4892 exp(−0.0543 ×  𝑅𝑄𝐷)   Jiang et al. [15] 

K, hydraulic 

conductivity (m/s); 

RQD, rock quality 

designator (%).  

Monzonitic granite, 

quartz monzonite, and 

quartz syenite 

𝐾 = 2.93 × 10−6 × (𝐻𝐶)1.38 

𝐻𝐶 =  (1 − 𝑅𝑄𝐷) (𝐷𝐼) (1 − 𝐺𝐶𝐷) (𝐿𝑃𝐼) 
Ku et al. [53] 

RQD, rock quality 

designation (%); 

DI, depth index; 

GCD, gouge content 

designation; 

LPI, lithology 

permeability index. 

Highly disturbed clastic 

sedimentary rocks 

In this section, we have highlighted the most important empirical approaches developed to extract 

the relationships between hydraulic conductivity and other geological parameters. Most developed 

equations rely on the depth-K relationship; in addition, empirical equations predict hydraulic conductivity 

using rock mass geological indices, such as the RQD and RMR. There is general agreement that the 

hydraulic conductivity of a rock mass decreases with depth and that the geological characteristics of a rock 

mass affect K. The variation of the hydraulic conductivity of the rock mass with depth is due to the increase 

of stress because of the overburden load. Normally, the stress would reduce the aperture and decrease 

the permeability, but the type of stress (shear or normal) is not taken into account; in contrast, the effect of 

stress is extensively studied in the analytical and numerical methods (sections 2.5 and 2.6). These existing 

equations for K-depth relations remain valid only for rock masses sharing highly similar geological and 

morphological characteristics. They do not consider the key parameters affecting the hydraulic conductivity 
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of the rock mass, such as the aperture or the spacing and orientation of fractures. Furthermore, as 

geological indices of rock mass are adopted mainly to characterize rock mass mechanics, the indices may 

not be entirely applicable to hydraulic behaviour. Neither the RQD nor the HC index [53] includes the major 

parameters affecting rock mass hydraulic conductivity (aperture, spacing, orientation, etc.). However, as 

the existing empirical equations are based on the field data, they are more reliable than the other methods 

and hence, the results of other methods have to be compatible with empirical equations. To increase the 

comprehensiveness of empirical methods, further studies and the discretization of associated parameters 

are needed to ensure more accurate predictions of the hydraulic behaviour of a rock mass. 

2.5 ANALYTICAL MODELLING 

For determining hydraulic conductivity, analytical modelling aims at establishing a relationship 

between the characteristics of rock mass (discontinuities, depth and excavation geometries) and 

permeability. To illustrate this goal, in this section we discuss two approaches: first we describe the classical 

means of estimating rock mass permeability whereby the geometrical characteristics of the discontinuities 

are established. Second, we summarize the existing analytical equations for estimating the water inflow 

rate into tunnels. These estimates depend on the depth, geometry, and water conditions of the underground 

excavation. 

2.5.1 Analytical formulation of hydraulic conductivity 

An analytical approach can be used to determine the hydraulic behaviour of a rock mass [25, 32, 57]. 

The classic formulation for the hydraulic conductivity tensor of the rock mass was developed by Snow [19], 

Kiraly [58], Oda [20], and later by Zhou et al. [21]. Analytical models have also included the key parameters 

into their formulations, such as normal stress [59], shear stress [25, 60], and joint set orientation [30, 59]. 

Darcy’s law [61] is one of the fundamental components of the analytical approach: 

𝑄 = −𝐾𝐴
ℎ𝐿
𝐿
  𝑜𝑟 𝑄 = −𝐾𝐴

𝑑ℎ

𝑑𝑙
   (2-7) 
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where Q is the discharge rate (m3/s), K is the hydraulic conductivity (m/s), and dh/dl is the hydraulic 

gradient (m/m). The negative sign is required because fluid flows from high pressure to low pressure. For 

a 3D fluid flow through a cross-sectional area, Darcy’s equation is modified as: 

[

𝑞𝑥𝑥 𝑞𝑥𝑦 𝑞𝑥𝑧
𝑞𝑦𝑥 𝑞𝑦𝑦 𝑞𝑦𝑧
𝑞𝑧𝑥 𝑞𝑧𝑦 𝑞𝑧𝑧

] = − ⌈

𝐾𝑥𝑥 𝐾𝑥𝑦 𝐾𝑥𝑧
𝐾𝑦𝑥 𝐾𝑦𝑦 𝐾𝑦𝑧
𝐾𝑧𝑥 𝐾𝑧𝑦 𝐾𝑧𝑧

⌉ × [

𝐽𝑥 0 0
0 𝐽𝑦 0

0 0 𝐽𝑧

] (2-8) 

where qij is the flow in direction i as a result of hydraulic conductivity in direction j, Kij is the hydraulic 

conductivity in the direction i as a result of the hydraulic gradient in direction j, and Ji is the hydraulic gradient 

in direction i. Analytical methods propose equations for determining each element of the hydraulic 

conductivity tensor. As the intact rock is regarded as impermeable [62, 63], the fluid passes through the 

rock mass via discontinuities, and rock mass permeability is governed by fracture permeability defined by 

cubic law [64, 65]. Most analytical models of hydraulic conductivity of a rock mass are based on Darcy and 

cubic laws. According to cubic law, in the case of laminar flow and assuming parallel plates instead of 

fracture walls, hydraulic conductivity of a fracture having an aperture b is given by: 

𝐾𝑓 =
𝜌𝑔𝑏2

12𝜇
 (2-9) 

where Kf is the hydraulic conductivity of the fracture, b is the fracture aperture, µ is the dynamic 

viscosity, ρ is fluid density, and g is the acceleration of gravity. In one of the first and most important works 

formulating the hydraulic conductivity of a fractured network, Snow [19] developed a model for a single 

parallel plate opening that considered an inclined fracture against a hydraulic gradient. Snow then 

developed a new equation (equation (2-10)) by extending the initial model to sets of parallel plate openings 

and included a dispersed orientation for the sets and the distribution of apertures (Fig 2-4). 
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Fig 2-4. A joint conductor having normal ni and its image, distant Di, the sampling length [19]. 

𝑘𝑖𝑗 =
2

3
∑

𝑏3

|𝑛𝑖𝐷𝑖|
(𝛿𝑖𝑗 −𝑚𝑖𝑗) (2-10) 

where, according to Fig 2-4, b is the half fracture aperture, ni is the unit vector in the direction of 

hydraulic gradient, nj is normal to discontinuity plane cosines in a 123 system, mij=ni.nj, δij is the Kronecker 

delta that vanishes when i ≠ j and unity when i = j, and Di is the oblique distance (oblique spacing) between 

fractures of the ith joint set. In equation (2-10), kij is the permeability of the rock mass that illustrates the 

ability of the media to transmit fluid. Permeability is an intrinsic property of the formation, and fluid properties 

are not included, defined as equation (2-11) [66]: 



27 

 

𝑘𝑖𝑗 =
𝐾𝑖𝑗𝜇

𝜌𝑔
  (𝑚2) (2-11) 

where Kij is hydraulic conductivity. Assuming an impermeable rock matrix, the analysis of geometric 

fracture patterns provides an estimate of anisotropic permeability tensors. In this model, the effect of joint 

aperture, spacing and orientation are considered. Using similar assumptions as Snow for deriving the 

permeability tensor of the rock mass, Kiraly [58] estimated the permeability tensor (kij) for N joint sets where 

each set has parallel discontinuities via equation (2-12): 

𝑘𝑖𝑗 =
𝑔

12𝜇
∑𝑓𝑖𝑒𝑖

3[𝑀]

𝑁

𝑖=1

 (2-12) 

where g is gravity acceleration, μ is kinematic viscosity of water, N is total number of discontinuities 

sets, f is average frequency of the ith set of discontinuities, ei is average hydraulic aperture of the ith set of 

discontinuities [67], and [M] is the conversion matrix that is defined as: 

[𝑀] = [𝐼] − {𝑛}{𝑛}𝑇 = [

1 − 𝑛1
2 −𝑛1𝑛2 −𝑛1𝑛3

−𝑛2𝑛1 1 − 𝑛2
2 −𝑛2𝑛3

−𝑛3𝑛1 −𝑛3𝑛2 1 − 𝑛3
2

] = (𝛿𝑖𝑗 −𝑚𝑖𝑗) (2-13) 

where in equation (2-13), n is the normal vector to discontinuity, and n1, n2, n3 denote the direction 

cosines of the unit vector normal to the discontinuity in the direction of axes x, y, and z, respectively. In 

another study, Oda [20] concluded that for deriving the permeability tensor, the crack tensor (Pij), which 

depends only on the geometry of the related cracks (aperture size and orientation), should be included: 

𝑃𝑖𝑗 =
𝜋𝜌

4
∫ ∫ ∫ 𝑟2𝑡3

𝛺

𝑛𝑖

∞

0

𝑛𝑗𝐸(𝑛, 𝑟, 𝑡) 𝑑𝛺𝑑𝑟𝑑𝑡
∞

0

 (2-14) 

where it is assumed that cracks are disks of diameter r and aperture t, their orientation indicated by 

its normal vector n that is oriented over the entire solid angle Ω corresponding to the surface of a unit 

sphere; ni are components of n projected on the orthogonal reference axes xi (i = 1, 2, 3), nj is the unit 

vector in the direction of the hydraulic gradient, E(n,r,t) is probability density function for (n,r,t) cracks (where 

∫ ∫ ∫ 𝐸(𝑛, 𝑟, 𝑡) 𝑑Ω𝑑𝑟𝑑𝑡
Ω

∞

0

∞

0
= 1), ρ is the density of the crack centres, and Pij is the crack tensor. Crack 

tensor is a symmetric, second-rank tensor related only to crack geometry, i.e., to the crack shape, size, 
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aperture, and orientation, and its value is obtained by statistically treating the crack orientation 

data−presented via a stereographic projection, together with the detailed mapping of crack traces visible 

on rock exposures. 

By defining crack tensor, Oda [20] defined the permeability tensor as: 

𝑘𝑖𝑗 = 𝜆 (𝑃𝑘𝑘𝛿𝑖𝑗 − 𝑃𝑖𝑗) (2-15) 

where λ is the dimensionless scalar adopted to penalize the permeability of real fractures with 

roughness and asperities, Pkk is mean permeability (Pkk = P11+ P22+ P33), while the deviatory part Pij is the 

anisotropic permeability. 

Analytical approaches also incorporate the influence of fracture stress and connectivity on rock mass 

permeability [21, 59]. Zhou et al. [21] developed an analytical equation using the concept of energy 

dissipation through fractures by assuming each fracture as the jth discontinuity of an ith set that is a disc of 

radius rij. Their estimate of the permeability tensor (equation (2-16)) uses the correlation between energy 

dissipation, hydraulic conductivity, and joint interconnection to provide a more comprehensive formulation. 

[𝐾] = [𝐾]𝑟 +
𝑔𝜋

12𝜇𝑉𝑃
∑∑𝑊𝑖𝑗𝑓

3(𝛽𝑖𝑗)𝑟𝑖𝑗
2𝑏0𝑖𝑗
3 [𝑀]𝑖𝑗

𝑚𝑖

𝑗=1

𝑛

𝑖=1

 (2-16) 

where [𝐾] is the permeability tensor for the fractured rock mass, [𝐾]𝑟 denotes the permeability tensor 

for the rock matrix, Vp is the rock mass volume, 𝑊𝑖𝑗 = 𝜉𝑖𝑗 𝜉�̅�⁄  (ξij is a stochastic variable denoting the number 

of discontinuities intersected by the jth discontinuity belonging to the ith set, and ξi denotes the maximum 

number of discontinuities cut by the ith set of discontinuities that demonstrate the influence of the 

interconnectivity of the joint sets. f(β) is a function used to demonstrate the coupling effect between the 

fracture aperture and deformation, b0 is initial aperture, and [M] is the conversion matrix as defined in 

equation (2-13). This approach thus considers the impact of the interconnection, hydraulic aperture, and 

stress—both shear and normal stresses—on the permeability tensor of the rock mass. 

Zoorabadi et al. [68] also consider the impact of the interconnectivity of the joint sets on the 

permeability tensor by using the influence of the interconnectivity coefficient (Ci) [69, 70] on the apparent 
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flow velocity. They developed an analytical formulation for permeability in an objective volume of radius R 

around the tunnel of radius r. In the case of r = 0 and Ci = 1, their equation reduces to the Snow model 

(equation (2-10)). 

Shear stress increases the permeability of the rock mass. The occurrence of this effect in a rock 

mass, known as dilation and first published by Reynolds [71], can modify fracture aperture and thus alter 

the hydrological behavior of the discontinuity network [72-77]. The mechanism of fracture aperture opening 

during dilation is schematically illustrated in Fig 2-5. 

 

Fig 2-5. Increase of fracture aperture by shear dilation [78] 

Through dilation, the hydraulic conductivity of the fracture increases [25, 60] due to the increase of 

the fracture aperture. However, estimating shear dilation in a rock mass is also possible by applying a 

defined level of horizontal-to-vertical normal stresses ratio [25] (based on Mohr–Coulomb criteria [79], as 

increasing the ratio of normal stress heightens the resulting shear stress). 
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To evaluate the effect of joint orientation on the permeability of a rock mass, Bear [56] demonstrated 

that permeability k’pq in an x’p system can be measured by knowing the permeability components kij in an xi 

coordinate system. The components are obtained by: 

𝑘𝑝𝑞
′ = 𝑘𝑖𝑗  𝛼𝑝𝑖 𝛼𝑞𝑗 (2-17) 

where αmn is the direction cosine between axes x'm and xn (m and n could be p/q and i/j respectively). 

Thus, by defining the hydraulic conductivity in the direction of the fracture surface, permeability in other 

directions is defined by equation (2-17). Multiple authors have performed analytical studies of directional 

hydraulic conductivity and the effect of joint set orientation [30, 59]. 

If we suppose that the hydraulic conductivity of a fracture i having an aperture b is equal to Ki, then 

according to equation (2-17), the hydraulic conductivity in a direction that has an angle α in the direction of 

the fracture is equal to Ki cos2α. Given the aperture and spacing of the joint set, equation (2-17) reduces 

to: 

𝐾𝑁 =∑
𝑏𝑖
𝑠𝑖
 𝐾𝑖  cos

2 𝛼𝑖

𝑛

𝑖=1

 (2-18) 

where KN is the hydraulic conductivity in the direction of N, Ki is the hydraulic conductivity of the ith 

joint set and is defined by cubic law, b is the aperture, s is the spacing, and αi is the angle between direction 

N and the ith joint set. As a derivation of equation (2-18), for a formation that is hydraulically conductive only 

in direction x (Kyy = Kzz = Kxy = Kxz = Kyz = 0), the hydraulic conductivity in any other direction (Fig 2-6a) is 

given by: 

𝐾𝑑 = 𝐾𝑥𝑥  cos
2 𝛼 (2-19) 

where α is the rotation angle. Accordingly, for a network having three sets of fractures of variable 

orientation, fixed aperture, and spacing (Fig 2-6b), equation (2-17) reduces to [59]: 

𝐾𝑁
𝐾1
= cos2 𝛼1 + cos

2(𝜃1 − 𝛼1) + cos
2(𝜃2 − 𝛼1) (2-20) 
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where α1 is the angle between the selected direction N and the first (horizontal) set, θ1 and θ2 are the 

angles between the joint sets, KN is hydraulic conductivity in the direction of N, and K1 is the hydraulic 

conductivity in each joint set. 

 
Fig 2-6. (a) Hydraulic conductivity in direction N in a joint set (b) Variation of directional hydraulic 

conductivity in the presence of three joint sets [59] 

In this section, the developed equations and models to determine the permeability of a rock mass 

incorporate the characteristics of rock mass discontinuities, e.g., aperture, orientation, spacing. Analytical 

equations and models present some limitations in terms of their application. For example, the permeability 

of the rock matrix is rarely included in the development of the equations. Not all parameters affecting rock 

mass permeability are considered by the analytical models, such as joint infillings, joint persistence or joint 

termination. Analytical models are developed for deterministic conditions but do not take into account any 

uncertainties in the value of each parameters. Future research could focus on improving the accuracy of 

analytical methods by considering a greater number of parameters that affect rock permeability. Despite 

these limitations, analytical solutions can be very useful because they allow a first good approximation to 

predict the permeability of rock mass. Indeed, such solutions are useful in direct applications or in the 

validation and verification of numerical models, keeping in mind the assumptions they involve. Analytical 

approaches can be preferred by practitioners because of the relatively low investments required (time and 

money) compared to numerical approaches. Furthermore, the uncertainties inherent in the field of 

hydrogeology can affect the results and consequently do not necessarily make numerical approaches more 

accurate than analytical approaches.  
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In the following section, we list the types of analytically developed models for evaluating the fluid 

inflow rate into underground tunnels. In contrast with the analytical approaches mentioned previously, these 

next equations assume a homogenous and isotropic rock mass having a constant value for hydraulic 

conductivity, and discontinuity characteristics are not considered. 

2.5.2 Inflow rate into underground excavations 

Proper evaluation of water seepage into tunnels excavated below the water table within a rock mass 

is essential for designing tunnel drainage systems and reducing the risk of rock failure in these tunnels. As 

well, drainage into underground excavations can have an environmental impact by altering the groundwater 

regime and causing the settling of surface structures [80]. Seepage decreases rock mass stability around 

a tunnel, adding pressure on temporary and permanent support systems and decreasing the excavation 

rate [81]. The importance of inflow into underground excavations has led to multiple analytical studies 

focused on predicting flow rates into these underground spaces; however, comparing the various studies 

is difficult as each relies on specific and differing notations, boundary conditions, ground disturbance levels 

around excavation sites, and potential solutions. Nonetheless, all these analytical formulations rely on the 

Laplace equation under a 2D steady-state condition assuming different boundary conditions for the ground 

surface and the tunnel circumference. 

Polubarinova and Kochina [82] undertook one of earliest and most comprehensive analytical studies 

(Table 2-5) of steady flow into a horizontal tunnel within a fully saturated, semi-infinite homogeneous 

formation. Thereafter, Goodman et al. [17] reviewed the equation of Polubarinova and Kochina and 

presented solutions for cases of transient flow. As Goodman et al.’s equation greatly overestimated the 

predicted inflow relative to the actual inflow [81, 83], Heuer [83] added a coefficient to Goodman’s equation 

that decreased estimates to 1/8 of the initial estimate; Heuer also published a new method for estimating 

tunnel inflow rate using a Lugeon test (Fig 2-7). 
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Fig 2-7. The Heuer abacus empirical method for estimating tunnel inflow rate with the Lugeon test [83] 

Later, El Tani [5, 84] published equations for square sections, elliptical sections, pairs of identical 

circular tunnels, and circular section tunnels within an anisotropic aquifer. Karlsrud [80] evaluated water 

seepage into tunnels under urban areas (soft clay deposits) to back-calculate permeability and predict the 

settlement of the building structures. Most recently, Kolymbas and Wagner [85] and Park et al. [18] 

developed more accurate equations for tunnels having a circular cross-section in a soil or rocks having 

differing boundary conditions (Fig 2-8). 
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Fig 2-8. The Kolymbas and Wagner [85] model for deriving an analytical equation for a circular cross-

section tunnel 

Analytical formulas for predicting water seepage into underground joined tunnels are generally valid 

for homogeneous and isotropic formations [81]; nonetheless, they tend to overestimate the tunnel inflow 

rate, especially in discontinuous rock masses. Hydraulic conductivity is also assumed to be constant 

throughout the formation even though the actual permeability varies greatly in the damage zone around a 

tunnel [43, 86] due to variations in stress patterns [87, 88]. Tunnels are usually considered as having a 

circular cross-section, but in actual excavation spaces, the cross-section deviates from this assumed 

circular shape. Tunnel geometry that differs from the assumptions coupled with variable environmental 

situations likely alter the amount of estimated seepage [81]. Finally, the assumption of a constant hydraulic 

head above the tunnel is rarely observed in actual settings as the underground water levels vary over time. 

Overall, the assumptions of analytical formulas related to the rock mass formation, boundary conditions, 

and tunnel geometry limit the real-world applicability of tunnel inflow rates calculated using the analytical 

method. 

Table 2-5. Existing equations for estimating water seepage into underground joined tunnels per unit 

length of tunnel 

Equation Reference Parameters Assumptions 

𝑄 = 2𝜋𝐾
ℎ

ln (
2ℎ
𝑟
)
 Muskat and 

Meres [16] 

K, hydraulic conductivity of 

homogeneous and isotropic 

rock mass; 

h, water head above the 

tunnel; 

r, tunnel radius. 

Steady-state inflow 

along tunnel length; 

Saturated, 

homogeneous, and 

isotropic formations. 
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𝑄 =
2𝜋𝐾(𝑑 − 𝜑0)

ln (
2𝐷
𝑟
)

 
Polubarinova 

and Kochina 

[82] 

K, hydraulic conductivity; 

r, tunnel's radius; 

D, depth of the tunnel 

centreline; 

φ0, hydraulic head at the 

tunnel perimeter; 

d, aboveground water depth. 

Fully saturated, semi-

infinite homogeneous 

media. 

 

For D>>r. 

 

𝑄 =
2𝜋𝐾ℎ

ln (
2𝐷
𝑟
)
 Goodman et 

al. [17] 

K, hydraulic conductivity of 

homogeneous and isotropic 

rock mass; 

h, water head above the 

tunnel; 

D, depth of the tunnel; 

r, tunnel radius. 

Steady-state inflow 

along tunnel length; 

Saturated, 

homogeneous, and 

isotropic formations; 

Applicable to deep 

tunnels (L≈D). 

𝑄 =
2𝜋𝐾(𝑑 + 𝑃𝑎 − 𝜑)

ln [
𝐷
𝑟
+ √(

𝐷
𝑟
)
2

− 1]

 
Lei [57] 

K, hydraulic conductivity; 

r, tunnel radius; 

D, depth of the tunnel 

centreline; 

d, aboveground water depth; 

φ, hydraulic head 

Pa, atmospheric pressure 

head 

Fully saturated, 

homogeneous, isotropic, 

and semi-infinite 

aquifers; Constant total 

head along the tunnel 

circumference; Deep 

tunnels. 

𝑄 = 2𝜋𝐾ℎ 
1 − 3 (

𝑟
2ℎ
)
2

[1 − (
𝑟
2ℎ
)
2
] ln

2ℎ
𝑟
− (

𝑟
2ℎ
)
2 El Tani [5] 

K, hydraulic conductivity; 

r, tunnel radius; 

h, tunnel depth below the 

water table. 

Water level as the 

elevation reference 

datum; Constant total 

head (ha) along the 

tunnel circumference; 

Semi-infinite isotropic 

and homogeneous 

aquifers drained by a 

circular tunnel. 

𝑄 = 2𝜋𝑘
ℎ

ln (
2ℎ
𝑟
− 1)

 Karlsrud [80] 

k, permeability of 

homogeneous and isotropic 

rock mass; 

h, tunnel depth below the 

water table; 

r, equivalent tunnel radius. 

Homogenous media 

having constant 

permeability in all 

directions; Tunnel is 

deeply embedded (h/r ≥ 

3–4); Groundwater table 

is not influenced by the 

leakage. 

𝑄 =
2𝜋𝐾(𝐻 − ℎ𝑎)

log
𝑟

ℎ1 − √ℎ1
2 − 𝑟2

 Kolymbas and 

Wagner [85] 

K, hydraulic conductivity of 

homogeneous and isotropic 

rock mass; 

r, tunnel radius; 

H, water depth at the upper 

boundary; 

h1, tunnel depth from the 

reference datum; 

ha, total head at the tunnel 

circumference. 

For deep and shallow 

tunnels; Ground surface 

as the elevation 

reference datum; 

Variable water heads at 

the 

tunnel circumference 

and ground surface; 

Homogeneous and 

isotropic permeability; 

Steady flow. 

𝑄 = 𝐾
2𝜋

ln (
ℎ
𝑟
+ √

ℎ2

𝑟2
− 1)

 (𝐴 + 𝐻) Park et al. 

[18] 

h, tunnel depth; 

r, tunnel radius; 

K, hydraulic conductivity; 

Ground surface is used 

as the elevation 

reference datum; Water 

table is above the 
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H, water depth at the upper 

boundary. 

𝐴 = ℎ
(1 − 𝛼2)

(1 + 𝛼2)
 

𝛼 =
1

𝑟
[ℎ − √ℎ2 − 𝑟2] 

ground surface (H = 0, 

and h is groundwater 

depth for the water table 

below the ground 

surface); Steady-state 

groundwater inflow into 

a drained circular 

tunnel. 

2.6 NUMERICAL MODELLING 

Numerical models for assessing permeability aim to evaluate the quantity of fluid flowing through a 

rock mass. A rock body can be considered as permeable [89, 90] or impermeable [91, 92]. These numerical 

models can include the characteristics of discontinuities [93], their correlation [94, 95], and their distribution 

[96, 97] to reduce error. These characteristics include discontinuity size [98-100], spacing [101], aperture 

[102, 103], location [104], and orientation [105]. 

Numerous studies use a numerical method to evaluate the permeability of a rock mass [106-108]. 

Table 2-6 summarizes the numerical techniques that are frequently used for studying the hydro-

geomechanical behaviour of the rock mass. 
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Table 2-6.  Numerical techniques used for studying the hydro-geomechanical behavior of the rock mass 

depending on the characteristics of the developed numerical models 

Type of model 
Numerical 
technique 

Model characteristics References 

Continuum/extended-

continuum models 

Finite element 

method (FEM)  
The rock mass is considered as a 
continuous body, the overall 
characteristics of the rock body and 
the properties of discontinuities are 
defined in the continuum model  

Rutqvist et al. [109] 

Oda et al. [110] 

Kobayashi et al. [111] 

Gan and Elsworth [112] 

[113] 

Finite 

difference 

method 

(FDM) 

Block system 

discontinuum models 

Distinct 

element 

method 

(DEM) 

The rock mass is composed of 

discrete elements and 

discontinuities are their 

boundaries 

DEM is based on an explicit time-
marching scheme, while DDA is 
based on an implicit time-marching 
scheme 

Zhang and Sanderson [114] 

Lin and Lee [30] 

Fernandez and Moon [24] 

Rouainia et al [115] 
Discontinuous 

deformation 

analysis 

(DDA) 

Particle-based 

discontinuum models 

Particle flow 

method (PFM) 

The movement of particles and 
blocks is defined by solving 
Newton’s second law through an 
explicit time-marching scheme 

[116] 

Kozicki and Donze [117] 

[118] 

Hybrid finite-discrete 

element models 

(FDEM or FEMDEM) 

(Discontinuous) 

Hybrid finite-
discrete 
element 
method 
(FEMDEM) 

The FEM solver calculates inter-
block stress-strain, while intra-
blocks interaction are analysed by 
the DEM method. 

[119] 

Munjiza [120] 

A large variety of commercial codes make it possible to build numerical models based on the 

numerical techniques exposed in Table 2-6, such as UDEC, 3DEC, Hydrogeosphere and Comsol, to name 

a few. Other than the numerical methods described in Table 2-6, the most frequently applied model is the 

Universal Distinct Element Code (UDEC) [121] that provides a 2D evaluation of permeability and allows for 

extrapolating the results into 3D [122, 123]. UDEC considers rock as a series of impermeable blocks 

separated by discontinuities (faults, joints, etc.). It can reproduce fully coupled hydromechanical behaviours 

and satisfy the conservation of momentum and energy in its dynamic simulations. Fluid flow calculations 

are derived from Darcy’s law. Computations using codes such as UDEC are limited by their practical 

application restricted to either detailed small-scale (<50 m) studies, 2D fracture networks [124, 125], or 

stochastic representations of larger-scale models [126]. UDEC can be used to simulate stress effects on 

hydraulic conductivity [33, 114], to evaluate seepage from dams [3] and around tunnels [24, 30], and to 
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define the REV (Representative elementary volume) of a rock mass formation [22, 25]. New codes such as 

FLAC are also currently being applied to calculate the groundwater inflow into underground excavations 

[127] and to simulate hydro-geomechanical behaviour of the rock mass [113, 128]. 

Generally, the numerical simulation of the hydromechanical behaviour of a rock mass follows four 

main steps [36]: 

1) Modelling elastic/elastoplastic response of the rock mass to stress; 

2) Evaluating the nonlinear response of fractures to stress; 

3) Determining expected fracture propagation under stress; 

4) Coupling the geomechanical model to hydrological solvers. 

Nine parameters may significantly affect DFN permeability: fracture length distribution, aperture 

distribution, fracture surface roughness, fracture dead-end (connectivity), number of intersections, hydraulic 

gradient, boundary stress, anisotropy, and scale [100]. Stress is the most frequently considered parameter 

when studying the hydromechanical behaviour of a rock mass, as in-depth permeability needs to be 

established and in situ stress increases with depth [23, 30, 31]. Studies considering stress may be divided 

into two categories. The first assumes that only normal stress exists [25, 31, 32], whereas the second 

considers both shear stress and normal stress [25, 33]. In both cases, pore pressure and its influence on 

the effective stress must be taken into account [129]. 

In addition to numerical experiments, laboratory investigations of single rock fractures have shown 

that the normal closure and shear dilation [130], as well as fracture infillings and effective flow area [21], 

can markedly alter fracture permeability. Thermal stress impacts on permeability may also being included 

in researches. Takatoshi et al. [107] concluded that cooling provokes a shrinkage of the rock that leads to 

the opening of fracture apertures and, thus, an increase in permeability. 
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Numerical modelling of a sensitivity analysis of the effect of normal stress illustrates that as normal 

stress increases, the flow rate (permeability) decreases (Fig 2-9). 

 
Fig 2-9. (A) Geometry of initial fractures in a DFN model of UDEC simulation and (B) change of flow rate 

with increasing stress for a fixed k = σv/σh ratio of 1.3. Line thickness indicates the magnitude of flow [25] 

This effect has been validated analytically via equation (2-16). As opposed to numerical and analytical 

validation and following cubic law, an increase in normal stress will decrease joint aperture and, as a result, 

decrease overall hydraulic conductivity. By combining shear and normal stress, shear dilation (Fig 2-5) 

modifies the mechanical aperture and alters permeability. During shear processes, a three-stage evolution 

of hydraulic aperture/permeability takes place [131]: (1) a declining stage due to less dilation (contraction) 

of fractures; (2) a fast-growth stage, during which the hydraulic aperture increases almost linearly with the 

shear-induced dilation; and (3) a gentle-growth stage, where the hydraulic aperture continues to increase 

but at a much slower and decreasing rate. This effect is studied further numerically by modelling the 

presence of shear and normal stresses. However, as a rock mass represents a pattern of populated 

discontinuities, it is impossible in physical experimentation to define specific shear stress values for each 

fracture. The approach is therefore to apply an incremental normal stresses ratio (𝜎𝑥 𝜎𝑦⁄ ) until shear dilation 
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initiates (Fig 2-10) [25, 26]. Use of the normal stresses ratio does not always initiate dilation; in simple 

models having orthogonal sets of fractures, dilation occurs solely by applying shear stress in the presence 

of the orthogonal normal stress. A combination of fracture dilation and larger fractures−having higher 

aperture values−that remained open after applying normal stresses, increases the permeability of the 

overall fracture network in the particular direction defined by the shear stress component [33, 34]. 

 
Fig 2-10. The effect of dilation as a result of incremental normal stress on permeability [25] 

In Fig 2-10, the dilation begins at a horizontal (σx) to vertical (σy) stress ratio of approximately 2.5. 

Beyond this ratio, the contribution of dilation in the x-direction is higher than in the y-direction; this is due to 

the impact of the direction of the higher stress value and shows that in such cases most change in 

permeability occurs in the direction of the highest stress value. For drawing kx, both the upper and lower 

boundaries of the model are assumed to be impermeable for ky. Application of the orthogonal normal 

stresses to DFN could also alter the direction of the maximum and minimum permeability [27]. The direction 

of maximum permeability of the DFN tends to be oriented parallel to the direction of maximum stress (Fig 

2-11). 
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Fig 2-11. The direction of the major principal component of permeability corresponds approximately to the 

direction of the major stress [27] 

In addition to the abovementioned effects, when applying and increasing stress, there is an increased 

tendency for brittle failure and crack propagation (mostly in hydraulically inactive fractures), and the 

permeability of fractured rocks becomes markedly higher [108, 132, 133] as new fractures are produced 

and generate a greater number of interconnections. 

After resolving the existing analytical models to evaluate the inflow rate into underground excavations 

(Section 2.5.2) and to ensure more precise evaluations, numerical models are used to estimate the inflow 

rate of groundwater into underground excavations and evaluate how this rate varies with depth. Fig 2-12a 

presents a numerical model for an underground tunnel, and Fig 2-12b provides the results of simulation for 

the effect of depth on the hydrological behaviour of the rock mass. The field data show reasonable 

consistency with the numerical model output and identify the overall decrease of inflow rate with increased 

depth. Both field data and UDEC results show a moderate variation of water flow with depth in the first 
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50 m, and this variation decreases rapidly at depths beyond 50 m. In contrast to Fig 2-1, Fig 2-12b is not 

consistent with the empirical results of the variation of permeability with depth, which shows a rapid change 

of the permeability at shallower depths followed by a declining rate of change for permeability with 

increasing depth. 

 
Fig 2-12. (a) Numerical model of a tunnel [24]; (b) Results of in situ data and UDEC results for tunnel 

inflow rate [23] 

As evidenced in the above figures, depth is one of the most important parameters for evaluating 

underground excavations given its importance for estimating the permeability of a rock mass and inflow 

rates into the underground excavations; hence, depth is often considered in numerical studies [22, 23, 30]. 

The presence of a lining-like zone around an underground excavation can be detected using 

numerical models [24]. This zone is less permeable relative to other zones along the excavation walls and 

could restrict water inflow into the excavated space. This zone can expand by increasing the geometry of 

the underground excavation [24]. Despite some studies showing the decreased permeability within these 

lining-like zones [24], others demonstrate that permeability increases in a tangential direction and 

decreases in a radial direction from the tunnel [30, 43, 59] Permeability also increases in this lining-like 

zone [4]. Generally, numerical and analytical modelling as well as the empirical formulations of the variability 

of permeability with depth produce very similar trends, whereas a nonlinear relationship between normal 

stress and fracture closure shows that permeability is more sensitive to stress at shallower depths [25, 134], 
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as illustrated in Fig 2-1. Permeability is more sensitive to depth in a rock mass having larger joint spacing 

[30] because of the lack of available stress concentration zones. 

Based on cubic law, among all parameters, joint aperture has the greatest impact on the hydrological 

behaviour of a rock mass, because it influences fracture permeability and flow rate. Joint aperture is very 

often included in studies, and the results of numerical models are consistent with in situ and analytical 

formulations regarding its impact on permeability [22, 23, 30]. 

 
Fig 2-13. (A) Relationship between tunnel inflow rate and joint aperture [22]. (B) Validation of the 

numerical and analytical methods using in situ data [23] 

As illustrated in Fig 2-13A and B, flow rate (permeability) increases with an increased mechanical 

(Fig 2-13A) or hydraulic (Fig 2-13B) aperture. The mechanical aperture is the physical measurement of the 

joint aperture, and the hydraulic aperture is the effective aperture under ideal conditions. Joint physical 

characteristics include roughness, tortuosity, irregularity, and other flow-inhibiting parameters that cause 

the hydraulic aperture to be smaller than the mechanical aperture. As hydraulic aperture is one of the input 

data for numerical models and mechanical aperture is the only aperture measurable by physical surveying, 

finding a correlation between mechanical and hydraulic apertures has been the focus of multiple studies 

(Table 2-7).  
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Table 2-7. Relationship between hydraulic (b*) and mechanical (b) apertures 

Reference Equation Remarks 

Lomize [135] 𝑏∗ = 𝑏 [1 + 6 (
𝑒

𝑏
)
1.5

]

−1
3⁄

 e, absolute asperity height 

Louis [136] 𝑏∗ = 𝑏 [1 + 8.8 (
𝑒𝑚
𝐷𝐻
)
1.5

]

−1
3⁄

 
em, the average asperity height; 

DH, the hydraulic radius 

Patir and Cheng [137] 𝑏∗ = 𝑏 (1 − 0.9 exp (−
0.56

𝐶𝑣
))

1
3⁄

 
Cv, variation coefficient of the 

mechanical aperture 

Barton et al. [67] 𝑏∗ = 𝑏2𝐽𝑅𝐶−2.5 JRC, joint roughness coefficient 

Olsson and Barton [130] 

𝑏∗ =
𝑏2

𝐽𝑅𝐶0
2.5  for us≤ 0.75usp 

JRC0, the initial value of JRC; 

JRCmob, the mobilized JRC; 

us, the shear displacement; 

usp the peak shear 

displacement 

𝑏∗ = √𝑏  𝐽𝑅𝐶𝑚𝑜𝑏  for us≥ usp 

Walsh [138] 𝑏∗3 =  𝑏3
1 + 𝐶

1 − 𝐶
 C, constant 

Hakami [139] 𝑏∗2 =  
𝑏2

𝐶
 

1.1≤ C ≤1.7 and for 100 ≤ b 

≤500 μm 

Renshaw [140] 𝑏∗ = 𝑏(1 +
𝜎𝑏
2

𝑏2
)

−
1
2

 
σb, the standard deviation of 

the mechanical aperture 

Rasouli and Hoseinian [141] 𝑏∗ = 𝑏 (1 − 2.25
𝜎𝑏
𝑏
)

1
3
 

σb, the standard deviation of 

the mechanical aperture 

Xie et al [142] 𝑏∗3 =  𝑏3 (0.94 − 5.0
𝜎𝑏𝑠
2

𝑏2
) 

σbs, the standard deviation of b 

during shear 

Sensitivity analysis shows that aperture increases until the flow changes from a linear [61] to a 

nonlinear regime [143]. Beyond this point, Darcy’s law is no longer applicable [124]. As the fracture aperture 

varies only in the presence of stress, and since the correlation between fracture aperture and normal stress 

is nonlinear, the larger the initial fracture aperture, the greater the variation in hydraulic conductivity 

stemming from the application of stress [30]. 

Baghbanan and Olson [28, 144] studied the effect of fracture length on permeability. Longer fractures 

are likely to be more conductive even though they may be fewer in number than shorter fractures [145], as 

they have a larger aperture. With the increment of fracture length and density, both the connectivity and 

permeability of fracture networks increase [146]. In the case of correlation between fracture length and 

aperture, the overall permeability is greater than the situation where no correlations exist [28]. 

The influence of joint spacing on the permeability and flow rate of the rock mass has also been 

assessed. Analytical methods and various numerical models [22-24] have been applied to studies of the 
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effect of joint spacing on the flow rate and permeability of underground excavations. Joint frequency, which 

is inversely related to joint spacing, is also considered in numerical models. With increased joint spacing 

(decreasing joint frequency), flow rate/permeability would decrease, as illustrated in Fig 2-14. 

 
Fig 2-14. Increase of flow rate as a result of (a) a decrease in joint spacing [23] and (b) an increase in 

joint frequency [22] for a constant joint aperture 

Furthermore, Fernandez et al. and Lin et al. [24, 30] point out that at higher values of joint spacing 

and in the presence of the stress, the reduction in stress concentration centres causes the effective normal 

stress to increase and therefore results in permeability decreasing more rapidly than in the lower joint 

spacing. 

Numerical models are often used to study the effect of the joint set orientation on permeability and 

flow rate. Joint set orientation is defined by in situ surveys via DIP. The effect of joint set orientation on the 

hydrological behaviour of the rock mass can be assessed by analytical models (equations (2-10), (2-12), 

(2-14) and (2-16); however in the case of inflow rate, numerical models (Fig 2-15a) do not show an obvious 

trend for a variation of flow rate with joint orientation [127]. As most numerical models consider the presence 

of two or more joint sets (Fig 2-15b), the effect of the interconnection interferes with flow direction and 

disorganizes the initial flow and permeability direction [22, 30, 31]. 
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Fig 2-15. (a) Flow rate at different joint set orientations [22]. (b) The effect of the angle between joint sets 

on flow rate [23] 

Furthermore, in the presence of the stress, the orientation of the joint plays a key role in establishing 

the direction of permeability. Barton et al. [147] illustrate that horizontal preferential flow occurs along 

fractures that are oriented orthogonal to the minimum principal stress direction or inclined around 30o to the 

maximum principal stress direction. Generally, fractures that are either perpendicular to normal stress or 

parallel to shear stress are oriented in the most sensitive directions for affecting permeability. The fracture 

aperture decreases with perpendicular normal stress [31] and increases with parallel shear stress [25]. As 

a result, flow channels tend to align along the direction of maximum principal stress [114]. Without this 

stress, the orientation of the joint set is the main determinant of the direction of maximum permeability. 

Furthermore, if the angle between joint sets is very small, total permeability is rather small due to the low 

connectivity ratio of the fractured rock [27]. 

The physical and mechanical properties of the joints are parameters that also affect fluid flow in a 

rock mass [31, 60, 148]. Although some authors [149, 150] argue that the influence of joint normal stiffness 

on the permeability of the rock mass is negligible, analytical [32] and numerical [24] approaches 

demonstrate that fracture compressibility controls the variation of the permeability of the fracture network 

when stress is applied, as illustrated in Fig 2-16a. 
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Fig 2-16. (a) Numerical modelling (UDEC) of the effect of depth on water inflow rate into a tunnel, 

considering different initial joint stiffness values (kni) [24]. (b) Decreasing penetration length by an 

increase in JRC, as simulated using a constant joint aperture of UDEC [23] 

From Fig 2-16a, as joint stiffness increases−due to the resistance of apertures to closure and the 

increasing hydraulic head with depth−inflow rate initially increases and then decreases [24]. Furthermore, 

as joint stiffness varies with the level of stress, permeability is more sensitive to stress at low stress levels 

than at high stress levels [25, 33] due to the stiffening of the fracture. 

The effect of the joint roughness coefficient (JRC) on permeability is illustrated in Fig 2-16b. Fracture 

roughness can reduce flow rates from those predicted by a smooth parallel plate model in two ways: first, 

by increasing frictional resistance along the separated fracture surfaces [23] and second, by creating points 

or areas of direct contact between the fracture surfaces to produce tortuous flow pathways or channels 

having an increased streamlined length and therefore a reduced hydraulic gradient and flow rate. Fracture 

roughness, on the other hand, can increase the permeability of the fracture subjected to active shear stress 

by increasing the amount of dilation [25, 30, 148]. 

For evaluating the permeability of the fracture network, it is necessary to ensure that the selected 

volume of the DFN is representative of the hydraulic properties of the entire network and that permeability 

has tensor characteristics. Therefore, the scale effect in rock mass permeability is studied by determining 

the REV of the fracture networks. Although REVs do not always exist in naturally fractured rocks [151], the 

variability of the calculated permeability components is reduced and permeability increases [152] as model 

size increases; permeability values maintain a constant range beyond a certain size, indicating the size of 
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the REV [28, 29]. Other parameters may also affect the size of the REV; for example, REV increases if 

fracture aperture correlates with length or if the apertures are more widely distributed [28]. Generally, actual 

REV size may be much larger than the numerically determined values [28]. 

To verify whether the calculated permeability has a tensor quality at a certain scale, one series of the 

DFN models are rotated at an interval of α0 in the clockwise direction to calculate the directional hydraulic 

conductivity values of the DFN models using the same generic boundary conditions. Whether the size of 

the DFN is equal or greater to the REV−and, as a result, hydraulic conductivity is a tensor form−can be 

verified by ensuring that the directional values of hydraulic conductivity (1 √𝐾⁄ ) are in an ellipse or ellipsoid 

form [28, 29] (Fig 2-17). 

 
Fig 2-17. Approximation of equivalent hydraulic conductivity tensor with increasing model size [153] 

The shape of the permeability ellipse is greatly affected by the fracture’s geometry, such as density, 

length, orientation, spacing and interconnectivity of the fractures [154]. More precisely, fracture orientation 

is the main controlling factor of the overall shape of the ellipse [27, 155]. For instance, in the presence of 



49 

 

two fracture sets, by increasing the angle between them until π/2, the shape of the permeability ellipse 

varies from a bean-like form to a circle [105]. 

2.7 SUMMARY AND DISCUSSION 

The three main approaches for investigating rock mass permeability are empirical formulations, 

analytical modelling and numerical simulation. Based on the assumptions used by each method, we will 

discuss the applicability of the various equations and methods outlined above. 

Empirical relationships and their derived equations are based mainly on how permeability changes 

with depth. The resulting depth-permeability empirical equations do not consider the geometrical 

parameters of the studied rock mass, and the applicability of each existing empirical formulation is limited 

to the specific rock formation from which the experimental data were obtained. Therefore, although 

permeability generally decreases with depth, changing the rock formation—and thus the rock type and its 

geometrical characteristics—makes an existing equation invalid in a new location. Despite the existence of 

several relationships that link geological parameters (RMR, RQD, and GSI) to permeability, the geometrical 

characteristics of the discontinuities have the greatest effect on rock mass permeability; therefore, the 

suggested relationships should be revised to include these key parameters. Developing such a 

comprehensive empirical method requires extensive amounts of in situ data to derive a reliable relationship 

for prediction of the permeability; and, as geological formations are not identical, developing an empirical 

method that would be applicable to all geological formations appears extremely unlikely. 

Analytical studies mainly apply cubic law, Darcy’s law, and other mechanical formulas as the core 

constituents of the developed equations to evaluate the hydraulic behaviour of a rock mass. Most of these 

analytical equations incorporate the effect of stress (strain), fracture orientation, aperture, spacing, and 

geomechanical characteristics. However, other important parameters, such as infillings, joint persistence, 

joint termination, etc., are not considered by this approach. Neither is the variability of the abovementioned 

parameters incorporated into the equations. In situ surveys of outcrops or boreholes illustrate that there is 

much uncertainty regarding the orientation of joint sets, and this parameter does not have a unique value 

in either fractures or joint sets. This issue is equally applicable to the spacing and aperture of the 
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discontinuities. This occurs despite the fact that in analytical models, the abovementioned parameters are 

always assumed to be constant and hence, overestimation or underestimation is expected. Furthermore, 

in the analytical models developed to estimate underground tunnel inflow rate, assumptions include the 

rock mass as an isotropic and homogeneous formation, the tunnel having a circular, square, or regular 

geometric cross-section, and boundary conditions to be constant at the interfaces. From these 

assumptions, errors in predicting the water inflow rate to tunnels should be expected, as has been reported 

in multiple works. Despite these limitations, one of the main advantages of the analytical method remains 

the possibility of undertaking an immediate, rough estimate of permeability. However, none of the existing 

analytical methods for determining permeability consider all the important rock mass parameters. 

Much of the variation in the geometrical parameters of a rock mass, e.g., aperture, spacing, length, 

and orientation distribution, and the correlation between these parameters are incorporated into DFN 

models. Using a fracture network model that matches the in-situ data, more realistic results are obtained. 

Through numerical modelling of the permeability of the rock mass, the impact of each parameter on the 

overall permeability of the fracture network can be assessed, and the existing analytical/empirical models 

can also be validated. Normal and shear stress, geometrical properties of fractures and directional 

permeability are studied extensively using numerical modelling, and the effect of each parameter on 

permeability can be determined. Directional permeability also helps define the hydrogeological REV of the 

fracture network. As numerical models run mostly in a 2D state, care should be taken to avoid errors 

produced when extrapolating 2D results to a 3D network. 

All methods discussed and reviewed in this paper rely on a set of assumptions, boundary conditions, 

and solving methods that assume ideal conditions for the hydrologic properties of the rock mass. Although 

these methods greatly assist in conceptualizing the hydrological behaviour of the rock mass, the 

manipulation of a more applicable method (empirical, analytical, numerical or a combination of them) is 

most helpful for studying underground excavations and the related water seepage issues. It is feasible to 

take advantage of all of these in order to arrive at a more accurate result by harnessing the advantages of 

all three categories of approaches. It is possible to imagine a comprehensive approach based on: the actual 

results of the empirical methods; the exact logical relationship between the various parameters obtained 
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from analytical models, and; the greater scope of variables in numerical simulations. An optimized approach 

would ideally combine these specific elements of the methods. It would also be possible to use the empirical 

method to calibrate the numerical or analytical models and also integrate the numerical and analytical 

approaches to achieve a more accurate model. 

2.8 CONCLUSION 

The various approaches for estimating rock mass permeability each have their advantages and 

limitations. An empirical method is applicable only to a specific geological condition, thereby limiting the 

use of the developed equations in other geological settings. The analytical approach relies on several 

simplifying assumptions that can lead to errors in the estimated permeability, and numerical models are 

used mainly for sensitivity analysis or assessment of the equivalent permeability of a specific fracture 

network. Overall, a comprehensive method is lacking that would make it possible to evaluate the hydraulic 

behaviour of a rock mass; no single approach incorporates all the main geological and geomechanical 

parameters of a rock mass. Nonetheless, such a comprehensive method could be developed by drawing 

from the specific advantages of the existing methods by combining approaches to ensure more accurate 

estimates of permeability. 
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3.1 ABSTRACT 

A new method combining analytical and numerical tools is developed for evaluating the inflow rate to 

an underground tunnel that is excavated in a fractured rock mass. The method is comprised of a series of 

analytical formulas based on Darcy’s and Cubic laws and assumes the rock mass to be impermeable except 

for the discontinuities which are considered to be the main pathways for groundwater flow. The geometrical 

and spatial characteristics of the discontinuities, the depth of the tunnel below the water table and the 

dimension and orientation of the tunnel are the effective parameters for calculating the groundwater inflow 

rate. The proposed method includes a new semi-numerical equation developed to determine the hydraulic 

gradient at the wall of the tunnel, using empirical input parameters derived from numerical simulations. The 

inflow rate to the tunnel is calculated from the general expression of Darcy’s law, using the hydraulic 

conductivity calculated using the Cubic law and factoring the hydraulic gradient defined by a newly 

developed equation, taking into account the pertinent flow surface. In order to determine the inflow rate 

using this proposed method, the data required are the orientation, hydraulic aperture and spacing of the 

joint sets, the level of the water table, and the depth and diameter of the tunnel. 

Keywords: Analytical model; tunnel; Fractured rock mass; Vertical hydraulic gradient; Inflow rate 

3.2 INTRODUCTION 

Prior to excavating a tunnel, the ability to predict the probable inflow rate to the tunnel could 

effectively help to first evaluate the stability of the cavity walls, and second, to evaluate the possible 

means of evacuating seeped water from the excavation area [156-158]. Assessing the inflow rate to 

mailto:alireza.shahbazi1@uqac.ca


53 

 

the tunnel also makes it possible to anticipate the environmental impacts on water resources and 

human activities as a result of underground water level and settlement of the aboveground buildings 

[159, 160]. In addition, seepage could produce extra pressure on temporary and permanent support 

systems in the tunnel, leading to a slowdown of the excavation rate [81]. In order to assess the inflow 

rate to tunnels, analytical models were developed by solving the Laplace equation under 2D steady-

state conditions [17, 161, 162]. So far, the assumption of homogeneous and isotropic conditions of 

the fractured rock have been required for solving the existing analytical models developed to calculate 

the groundwater inflow rate in tunnels. The difference between various analytical models used to 

calculate the inflow rate to tunnels resides in the solving method and boundary conditions that are 

considered by each model.  

The earliest analytical model for calculating the inflow rate to a tunnel was developed by Muskat 

and Meres [16, 163] for a homogeneous and isotropic formation in which a circular tunnel is excavated 

below the water table. The model calculated the inflow rate based on the hydraulic conductivity of the 

formation (K), tunnel radius (r) and water head above the tunnel (h). Polubarinova and Kochina [82] 

analytically calculated the inflow rate using a model considering a fully saturated, semi-infinite 

homogeneous formation. Afterwards, Goodman et al. [17] revised and modified the Polubarinova and 

Kochina model to apply it to cases of transient fluid flow. To take into account the overestimation of 

the inflow rate resulting from Goodman’s equation , Heuer [83, 164] corrected the overestimation by 

a factor of 1/8 and published a new method for estimating tunnel inflow rate. Thereafter, El Tani [5, 

84] developed a set of equations for various sections of a tunnel considering the assumption of 

anisotropic soils. Subsequently, Karlsrud [80], referring to the amount of water flowing into tunnels 

that had been excavated under cities, back-calculated the permeability and predicted the 

aboveground structures settlement. More recently, Kolymbas and Wagner [85] and Park et al. [18] 

developed an analytical model for calculating inflow rate to circular tunnels in homogeneous and 

isotropic formations and variable boundary conditions (Fig 3-1). 
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Fig 3-1. Kolymbas and Wagner’s simplified conceptual model [85] used to establish an analytical 

equation to calculate the inflow rate to a cylindrical and horizontal tunnel in an isotropic and 

homogeneous formation 

Table 3-1 summarizes the existing analytical solutions, including the parameters and 

assumptions they use to calculate the inflow rate to an underground tunnel excavated in different 

types of formations. The chronological sequence of the development of the equations is 

representative in Table 3-1 of the evolution of the parameters that were considered in each method. 
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Table 3-1. Existing equations for estimating inflow rate into underground tunnels per unit length of 

tunnel [165] 

Equation Reference Parameters Assumptions 

𝑄 = 2𝜋𝐾
ℎ

ln (
2ℎ
𝑟
)
 Muskat and 

Meres [16] 

K, hydraulic conductivity of 

homogeneous and isotropic 

formation; 

h, water head above the 

tunnel; 

r, tunnel radius. 

Steady-state inflow 

along tunnel length; 

Saturated, 

homogeneous, and 

isotropic formations. 

𝑄 =
2𝜋𝐾(𝑑 − 𝜑0)

ln (
2𝐷
𝑟
)

 
Polubarinova 

and Kochina 

[82] 

K, hydraulic conductivity; 

r, tunnel's radius; 

D, depth of the tunnel 

centreline; 

φ0, hydraulic head at the tunnel 

perimeter; 

d, water head above reference 

level. 

Fully saturated, 

semi-infinite 

homogeneous 

media. 

 

For D>>r. 

 

𝑄 =
2𝜋𝐾ℎ

ln (
2𝐷
𝑟
)
 Goodman et 

al. [17] 

K, hydraulic conductivity of 

homogeneous and isotropic 

formation; 

h, water head above the 

tunnel; 

D, depth of the tunnel centre; 

r, tunnel radius. 

Steady-state inflow 

along tunnel length; 

Saturated, 

homogeneous, and 

isotropic formations; 

Applicable to deep 

tunnels (L≈D). 

𝑄 =
2𝜋𝐾(𝑑 + 𝑃𝑎 − 𝜑)

ln [
𝐷
𝑟
+ √(

𝐷
𝑟
)
2

− 1]

 
Lei [57] 

K, hydraulic conductivity; 

r, tunnel radius; 

D, depth of the tunnel 

centreline; 

d, aboveground water depth; 

φ, hydraulic head 

Pa, atmospheric pressure head 

Fully saturated, 

homogeneous, 

isotropic, and semi-

infinite aquifers; 

Constant total head 

along the tunnel 

circumference; Deep 

tunnels. 

𝑄

= 2𝜋𝐾ℎ 
1 − 3 (

𝑟
2ℎ
)
2

[1 − (
𝑟
2ℎ
)
2
] ln

2ℎ
𝑟
− (

𝑟
2ℎ
)
2 

El Tani [5] 

K, hydraulic conductivity; 

r, tunnel radius; 

h, depth of the tunnel centre 

below the water table. 

Water level as the 

elevation reference 

datum; Constant 

total head (ha) along 

the tunnel 

circumference; 

Semi-infinite 

isotropic and 

homogeneous 

aquifers drained by a 

circular tunnel. 

𝑄 = 2𝜋𝑘
ℎ

ln (
2ℎ
𝑟
− 1)

 Karlsrud [80] 

k, permeability of 

homogeneous and isotropic 

rock mass; 

h, depth of the tunnel centre 

below the water table; 

r, equivalent tunnel radius. 

Homogenous media 

having constant 

permeability in all 

directions; Tunnel is 

deeply embedded 

(h/r ≥ 3–4); 

Groundwater table is 

not influenced by the 

leakage. 
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𝑄 =
2𝜋𝐾(𝐻 − ℎ𝑎)

log
𝑟

ℎ1 − √ℎ1
2 − 𝑟2

 
Kolymbas 

and Wagner 

[85] 

K, hydraulic conductivity of 

homogeneous and isotropic 

rock mass; 

r, tunnel radius; 

H, water depth at the upper 

boundary; 

h1, depth of the tunnel centre 

below the reference datum; 

ha, total head at the tunnel 

circumference. 

For deep and 

shallow tunnels; 

Ground surface as 

the elevation 

reference datum; 

Variable water 

heads at the 

tunnel circumference 

and ground surface; 

Homogeneous and 

isotropic 

permeability; 

Steady flow. 

𝑄 = 𝐾
2𝜋

ln (
ℎ
𝑟
+ √

ℎ2

𝑟2
− 1)

 (𝐴 + 𝐻) Park et al. 

[18] 

h, tunnel centre depth; 

r, tunnel radius; 

K, hydraulic conductivity; 

H, water depth at the elevation 

reference datum. 

𝐴 = ℎ
(1 − 𝛼2)

(1 + 𝛼2)
 

𝛼 =
1

𝑟
[ℎ − √ℎ2 − 𝑟2] 

Ground surface is 

used as the 

elevation reference 

datum; Water table 

is above the ground 

surface (H = 0, and h 

is groundwater depth 

for the water table 

below the ground 

surface); Steady-

state groundwater 

inflow into a drained 

circular tunnel. 

According to the analytical methods listed in this table, calculations of fluid flow into tunnels 

have mostly assumed homogeneous and isotropic formations [43, 165]. Simplified models assume 

an ideal geometry of the tunnel and may not represent variable environmental situations; these 

limitations likely alter the accuracy of the inflow rate estimated by these analytical solutions [165, 

166]. Although water table levels are assumed to be constant in the analytical models, in reality they 

may vary over time. Up to now, analytical models have generally considered restrictive assumptions 

to evaluate the inflow rate in a tunnel; these assumptions may no longer be valid when the tunnel is 

excavated in a fractured rock mass. These models (Table 3-1) cannot be applied for discontinuous 

media presenting heterogeneous and anisotropic conditions of permeability. Thus, new specific 

analytical or semi-analytical models would be of interest to make it possible to calculate the inflow 

rate from discontinuous media such as fractured rock into a tunnel. 

The development of new analytical models for fractured rock conditions would thus require the 

definition of new assumptions. In this study, the intact rock is assumed to be an impermeable mass 

through which fluid may flow solely through the discontinuities (impermeable matrix containing a 

permeable discrete fracture network). This assumption implies that no inflow through the rock matrix 
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could occur into the tunnel. Such conditions would be representative of the majority of rock types and 

especially of crystalline fractured rock. In this study, the opening of the discontinuities is designated 

as hydraulic aperture, signifying the opening of the fractures, taking into account the physical 

characteristics of the discontinuities [130, 167]. The persistence of all joint sets is assumed to be 

100%; this means that all joint sets will be terminated at the boundaries of the model. The tunnel 

excavated in the rock is represented by a cylinder and consequently has a circular cross-section. 

Note that no assumption is made in regards to the water table, which may not be horizontal in reality. 

The hydraulic conductivity tensor of the rock mass is used to develop the new model. Accordingly, 

the inflow rate (the principal result of this study) is calculated based on the knowledge of the 

orientation and features of the fractures (structural data). An important feature of the new proposed 

model concerns the determination of the vertical hydraulic gradient at the wall of an underground 

excavation. Previous models considered only the hydraulic head at the wall of the tunnel, but this 

new proposed model will consider the hydraulic gradient along the tunnel walls. Through this study, 

a numerical approach is proposed to determine and calculate this hydraulic gradient, as well. 

The proposed equations to calculate the inflow rate in an underground tunnel will be especially 

useful for geotechnical and geological engineers working on mining as well as tunnelling projects. 

The continuity of excavation processes of the tunnel depends on the evacuation of groundwater 

flowing into the tunnel. Furthermore, the geomechanical stability and tunnel lining design [168] 

depend directly on hydraulic parameters, which are among the main concerns of geological 

engineers. These parameters may be solved through knowledge of the inflow rate into the tunnel as 

well as the hydraulic gradient at the wall of the tunnel. The advantage of using semi-analytical 

equations combining closed-from solutions and numerical modelling resides in their usefulness in 

direct applications, keeping in mind the assumptions they involve. These equations are preferred by 

practitioners in the field of engineering geology because of the relatively minor time and cost 

investments required. It is hoped that the results of the current study may assist geological engineers 

working on tunnel projects in solving the inflow-rate and hydraulic gradient problems. 
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3.3 MODEL DEVELOPMENT 

When excavating a circular tunnel in a rock mass, traces of the embedded fracture network are 

revealed on the tunnel walls; these depend both on the orientation of the tunnel and the discontinuities 

within the rock. If the intact rock is considered as impermeable, only the fracture network will 

contribute to the fluid flow into the tunnel. By this manner and according to Darcy’s law, the aperture 

of fractures, their frequency and apparent surface area perpendicular to the fluid flow direction, and 

the existing hydraulic gradient in the fracture around the tunnel wall are the effective parameters that 

control the inflow rate to the tunnel. On this basis, in the next section, the general form of the model 

is developed using the above-mentioned parameters. Since the hydraulic gradient in the wall of the 

tunnel is needed to calculate the inflow rate, an empirical-numerical equation has been derived for 

this purpose and is presented in section 3.3.2. 

3.3.1 Inflow rate into underground excavations 

In order to evaluate the water inflow rate to the underground tunnel that has been excavated in 

a fractured rock mass below the water table, Darcy’s law [61] is applied to calculate the inflow rate 

using Eq. (3-1): 

𝑞 = −𝐾 𝑖 𝐴 (3-1) 

Where q is the discharge rate (m3/s), K is the hydraulic conductivity tensor (m/s) of the fractured 

rock, i is the hydraulic gradient (m/m) and A is the surface area of the formation perpendicular to the 

direction of the flow (m2). However, Pudasaini [169] proposed a physics-based generalized Darcy 

expression for fluid velocity that could describe the fluid flow dynamics considered here, as well. In 

the proposed model, as with models proposed by [47, 170], the matrix (intact rock) is regarded as 

impermeable and the fluid flows only through the fracture network. The overall fractured rock 

permeability is governed by the permeability of fractures which can be expressed by the cubic law 

[64, 65, 171]. According to the cubic law, in the case of laminar flow and assuming parallel plates for 

simulating the fracture walls, the hydraulic conductivity of a fracture having an aperture b is given by 

Eq. (3-2): 
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𝐾𝑓 =
𝜌𝑔𝑏2

12𝜇
 (3-2) 

Where Kf is the hydraulic conductivity of the fracture (m/s), b is the aperture of the fracture (m), 

µ is the water dynamic viscosity (kg/m.s), ρ is the fluid density (kg/m3) and g is the acceleration of 

gravity (m/s2). Combining Eq. (3-2) and Eq. (3-1), yields Eq. (3-3) that determines the inflow rate of 

the fluid that flows through a fracture. 

𝑞 = −
𝜌𝑔𝑏2

12𝜇
 𝑖 𝐴 (3-3) 

As mentioned earlier, it is assumed by the proposed model that the fluid flows only through the 

fractures. Therefore, in order to determine the total inflow rate to the tunnel, the inflow rates through 

all fractures that intercept the wall of the tunnel will have to be added together. In order to define the 

inflow rate that takes place through the jth fracture of the ith set (or fracture ij), Eq. (3-3) transforms to 

Eq. (3-4) 

𝑞𝑖𝑗 = −
𝜌𝑔𝑏𝑖𝑗

2

12𝜇
 𝑖𝑖𝑗  𝐴𝑖𝑗 (3-4) 

Index of ij points out the relevant characteristics of jth fracture of ith set. In developing the model, 

each parameter of Eq. (3-4) will be substituted by its relevant equation.  

Aij in Eq. (3-4) refers to the surface area in the fracture that is perpendicular to the fluid flow 

direction (m2). When excavating a tunnel in a rock mass formation, each fracture will be crossed by 

the tunnel and the traces of the fractures on the wall of the tunnel depend on the directions of both 

the tunnel and the fractures. As illustrated in Fig 3-2, in the particular case of a perpendicular 

intersection between the fracture plane and the tunnel direction, the trace takes the shape of a circle, 

whereas when the intersection is oblique, then the trace takes the shape of an ellipse. It should be 

considered that the fluid flows into the tunnel only via these traces. 
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Fig 3-2. (A) Trace of a fracture on the tunnel wall when the fracture plane is perpendicular or 

oblique to the tunnel direction (B) the angle between the tunnel direction and the normal to the 

plane direction of the ith set 

If the trace is generally assumed to be an ellipse (a circular trace is a specific case of ellipse), 

its larger radius is calculated by Eq. (3-5) 

𝑅𝑖 = 𝑅 ×
1

𝑐𝑜𝑠 𝜃𝑖
 (3-5) 

Where θi is the angle between the tunnel direction and direction of the normal to joint set i (ni) 

and R is the tunnel radius (m). Accordingly, the flow surface Aij is defined by Eq. (3-6). 

𝐴𝑖𝑗 = 𝑃𝑖 × 𝑏𝑖𝑗 (3-6) 

Where Pi is the perimeter of the ellipse (m). Considering Eq. (3-5), Pi will be defined using Eq. 

(3-7) 

𝑃𝑖 = 2𝜋 √
𝑅2 + 𝑅𝑖

2

2
= 2𝜋𝑅√

2 + 𝑡𝑎𝑛2 𝜃𝑖
2

 (3-7) 

The inflow rate of the fluid that flows through the fractures into the tunnel increases with the 

apparent frequency of joints in the tunnel wall. However, the apparent frequency of the ith set (f*i) may 

be equal to or smaller than the real frequency (fi). Knowing that the frequency is the inverse of spacing 

(fi =1/Si) and considering Fig 3-3, f*i could be determined using Eq. (3-8). 

𝑓𝑖
∗ = 𝑓𝑖 × 𝑐𝑜𝑠 𝜃𝑖 (3-8) 
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Fig 3-3. Apparent and real spacing of the joint set on the wall of the tunnel 

In Eq. (3-4), iij refers to the hydraulic gradient that exists in the plane of the fracture ij. In order 

to determine iij, it is assumed that the overall hydraulic gradient that exists in a formation with the 

presence of a tunnel, could be represented by a vector, as i. 
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Fig 3-4. ith fracture set and the hydraulic gradient in the plane of the fractures 

As illustrated in Fig 3-4, the normal to joint set i could be represented by the ni vector. The 

cross product of i and ni is a vector that is perpendicular to both the i and ni vectors and is placed in 

the plane of discontinuity. This vector is shown by a dashed line in Fig 3-4. Finally, the projection of 

the hydraulic gradient i in the plane of set i (dotted line in Fig 3-4) could be defined as ii and calculated 

according to Eq. (3-9). 

𝑖𝑖 = �⃑⃑�𝑖 × (𝑖 × �⃑⃑�𝑖) (3-9) 

The vector ii is the projection of the overall hydraulic gradient i in the plane of joint set i, and as 

all fractures in a joint set are parallel, it is equal to the hydraulic gradient that exists in the jth fracture 

of ith set, as well; i.e., iij= ii. Based on Eq. (3-9), ii could simply be defined by knowing the overall 

hydraulic gradient i and trend and plunge of the joint set. As i is a vector with the elements in x, y, 

and z direction and considering Fig 3-5, each of its elements could be defined by Eq. (3-10)  
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Fig 3-5. Overall hydraulic gradient in the presence of the underground tunnel 

𝑖𝑥 =
Δℎ𝑥
Δ𝑥

 

𝑖𝑦 =
Δℎ𝑦

Δ𝑦
 

𝑖𝑧 = lim
𝑑→0

𝜕ℎ𝑧
𝑑

 

(3-10) 

Where Δhx, Δhy and ∂hz are the variations of the hydraulic head isolines in the x, y and z 

directions, respectively. In Eq.(3-10), the limit is used for vertical hydraulic gradient as the variation 

of the hydraulic head is large in zones near the tunnel and small in zones far from the tunnel. 

Considering an inclined water table, the Δhx is the decrease of the water table level in the x-direction 

per meter of length and accordingly, Δhy is the decrease of the water table level in y-direction per 

meter of length. ix and iy could easily be determined by excavation and monitoring of observation 

wells installed in the vicinity of the tunnel. Theoretically, iz could be determined by applying a series 

of piezometers above the tunnel in the vertical direction, although this would not be feasible in 

practice. Because the determination of the value of iz is not as simple as are the other elements in 

this method (since it varies with the depth of the tunnel below the water table), this parameter will be 

discussed in detail in section 3.3.2.  

The calculation of the water inflow rate through the jth fracture of the ith set could be performed 

by inserting Eqs. (3-6), (3-7) and (3-9) into Eq. (3-4).  

𝑞𝑖𝑗 = −𝐾𝑖𝑗 . 𝑖𝑖 . 𝐴𝑖𝑗 = −
𝜌𝑔𝑏𝑖𝑗

2

12𝜇
× (�⃑⃑�𝑖 × (𝑖 × �⃑⃑�𝑖)) × (𝑏𝑖𝑗 × 2𝜋𝑅√

2 + 𝑡𝑎𝑛2 𝜃𝑖
2

) (3-11) 
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For the inflow rate through the ith set, by considering Eq. (3-8), Eq. (3-11) changes to Eq. (3-12) 

𝑞𝑖 = 𝑓𝑖
∗∑𝑞𝑖𝑗
𝑗

=∑−
𝜌𝑔𝜋𝑅𝑏𝑖𝑗

3

6𝜇
 (�⃑⃑�𝑖 × (𝑖 × �⃑⃑�𝑖))(𝑓𝑖 𝑐𝑜𝑠 𝜃𝑖)√

2 + 𝑡𝑎𝑛2 𝜃𝑖
2

𝑗

 (3-12) 

Finally, the inflow rate per unit length of tunnel via all the fracture apertures is calculated by Eq. 

(3-13) 

𝑞𝑡𝑜𝑡𝑎𝑙 =∑∑|−
𝜌𝑔𝜋𝑅𝑓𝑖𝑏𝑖𝑗

3

6𝜇
 (�⃑⃑�𝑖 × (𝑖 × �⃑⃑�𝑖)) 𝑐𝑜𝑠 𝜃𝑖 √

2 + 𝑡𝑎𝑛2 𝜃𝑖
2

|

𝑗𝑖

 (3-13) 

As the fluid flow in any direction seeps into the tunnel, the absolute value of the flow rate is 

considered for each fracture. Eq.(3-13) is the resultant relationship between the inflow rate to the 

tunnel (qtotal) and other parameters such as discontinuity characteristics, hydrological state of the 

formation and the tunnel’s geometrical characteristics. All right-side parameters of Eq.(3-13) may be 

defined from field surveying, except the hydraulic gradient (i) which is determined by a method 

explained in section 3.3.2. It should be mentioned that Eq.(3-13) is valid for all cases except one: 

when the normal to the joint set is perpendicular to the tunnel direction. In that specific case, the value 

of the term Aij is different from its value in Eq. (3-11). Re-writing this equation results in Eq.(3-14). 

𝑞𝑖𝑗 = −𝐾𝑖𝑗 . 𝑖𝑖 . 𝐴𝑖𝑗 = −
𝜌𝑔𝑏𝑖𝑗

2

12𝜇
× (�⃑⃑�𝑖 × (𝑖 × �⃑⃑�𝑖)) × 2 × (2𝑅 × 𝑓𝑖) (3-14) 

If the joint set plane is parallel to the tunnel direction, the trace of the joint set on the wall of the 

tunnel will be fully in the direction of the tunnel. The number of the fractures in a set that crosses the 

tunnel could be determined by [2R×fi]. If each cross of the fracture and tunnel results in two traces at 

the tunnel wall, then the total number of the fracture traces at the wall of the tunnel could be defined 

by 2× [2R×fi]. Finally, Eq.(3-13) will change to Eq. (3-15) for this specific case. Section 3 describes a 

numerical simulation used to validate and verify the accuracy of Eq.(3-13). 

𝑞𝑡𝑜𝑡𝑎𝑙 =∑∑|−
𝜌𝑔𝑏𝑖𝑗

3

6𝜇
 (�⃑⃑�𝑖 × (𝑖 × �⃑⃑�𝑖)) × [2𝑅 × 𝑓𝑖]|

𝑗𝑖

 (3-15) 



65 

 

Where [] is the function to calculate the round of a decimal value. It should be noted that bij in 

Eq.(3-13) and (3-15) is the hydraulic aperture and could be predicted either by surveying the joint 

sets in the ground surface [25, 172] or by measuring them at the wall of the tunnel. In order to estimate 

the in-depth hydraulic aperture from knowledge of the ground surface hydraulic aperture, Chen and 

Zhao [173] proposed Eq.(3-16) below for the calculation of the in-depth hydraulic aperture (bij): 

𝑏𝑖𝑗 = 𝐸𝑖𝑗 − ∆𝑉𝑖𝑗 (3-16) 

Where, Eij is the joint hydraulic aperture of the jth fracture of the ith set at ground surface (mm) 

and ΔVij is the reduction of the aperture because of the overburden load. Bandis et al [172] showed 

that ΔVij could be calculated according to Eq.(3-17): 

Δ𝑉𝑖𝑗 =
𝜎𝑛𝑉𝑚𝑖𝑗

𝐾𝑛𝑖𝑉𝑚𝑖𝑗 + 𝜎𝑛
 (3-17) 

Where Vmij is the average maximum closure of the aperture (mm), σn is the normal stress (Mpa) 

and the Kni is the initial joint stiffness (GPa/m). As Eq.(3-17) is an empirical equation, the resultant 

dimensions in the left and right side of the equation are not necessarily the same. Finally, Bandis et 

al [172], proposed Eq.(3-18) to define the Vmij: 

𝑉𝑚𝑖𝑗 = 𝐴1 + 𝐵1 (𝐽𝑅𝐶𝑖𝑗) + 𝐶1  (
𝐽𝐶𝑆𝑖𝑗

𝐸𝑖𝑗
)

𝐷1

 
(3-18) 

Where A1, B1, C1 and D1 are constants, JRCij is the joint roughness coefficient of set i, JCSij is 

the joint wall compressive strength (Mpa). 

Based on the above-mentioned explanations, without access to the tunnel wall and prior to the 

excavation of the tunnel, it is possible to predict the hydraulic aperture at the wall of the tunnel by 

knowing the geometrical and geo-mechanical characteristics of the joint set. 
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3.3.2 Hydraulic gradient at the wall of the tunnel 

According to Darcy’s law, the hydraulic gradient is an effective parameter that controls the flow 

rate and its direction through a formation. Accordingly, in order to determine the inflow rate to the 

tunnel, the existing hydraulic gradient in the vicinity of the wall of the tunnel must be defined. 

Determination of the hydraulic gradient at the tunnel wall has rarely been considered by researchers; 

instead, the water head above the tunnel has been used to calculate the inflow rate. Previous 

investigations regarding the determination of the hydraulic gradient were mostly conducted with the 

aim of evaluating the variation of the hydraulic head across the lining-like zone around the tunnel [6, 

158, 174]. In a research study conducted by Shin et al [175], the variation of the hydraulic gradient in 

the vertical direction in the presence of a circular tunnel with lining was determined according to Eq. 

(3-19) (Fig 3-6). 

 

Fig 3-6. The variation of the hydraulic gradient in the vertical direction above the tunnel [175] 

𝑖𝑟
𝑍2
= 0.0012 (

𝑟

𝐷𝑇
)
−1.0346

 
(3-19) 
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Where, ir is the radial component of the hydraulic gradient, Z is the depth of the tunnel centre 

below the groundwater table in meters, DT is the diameter of the tunnel (m) and r is the distance from 

the centre of the tunnel (m). Eq. (3-19) transforms to Eq. (3-20) that determines the hydraulic gradient 

at the wall of the tunnel (where r=DT/2) as a function of the depth Z of the centre of the tunnel below 

the groundwater table. 

𝑖
(𝑟=

𝐷𝑇
2⁄ )
= (2.458 × 10−3) 𝑍2 (3-20) 

The relation of dependence between the hydraulic gradient and the depth of the centre point 

of an underground excavation is quite clear, as demonstrated in Eq. (3-20). However, it is likely that 

the hydraulic characteristics of the formation (considered in the model as isotropic and homogeneous) 

could affect the hydraulic gradient. In this section, the interdependency between the hydraulic 

gradient at the wall of the tunnel and various other parameters is numerically investigated and 

accordingly, a new and more comprehensive equation has been developed. A set of numerical 

simulations using RS2 software [176] has been performed to assess several parameters: 1) the 

variation of the vertical hydraulic gradient (iz) with the change of depth (Z, the depth below water 

table); 2) the ratio between the principal sub-vertical (K2y) and sub-horizontal (K1x) hydraulic 

conductivities (a=K2y/K1x); 3) the directions of the fractures (α, the angle between K1x and x axis). 

Here, the principal hydraulic conductivity that is closer to x-axis is named K1x and the hydraulic 

conductivity closer to y-axis is similarly named K2y. The principal hydraulic conductivities are named 

in this manner as their relevant vectors are not essentially in the direction of the original axis; 

furthermore, the deviation of the principal hydraulic conductivities is one of the parameters that is 

used to define the vertical hydraulic gradient at the wall of the tunnel. The definition of these 

parameters aims to make the Laplace equation concordant with homogeneous and isotropic 

conditions. The Laplace equation for homogeneous and anisotropic aquifers in a steady state 

condition could be written as Eq. (3-21) [66]: 

𝑘1𝑥
𝜕2ℎ

𝜕𝑥2
+ 𝑘2𝑦

𝜕2ℎ

𝜕𝑦2
= 0 (3-21) 
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Where h is the hydraulic head and x and y are the coordinate axes. In another form, this 

equation could be rewritten as Eq. (3-22) 

𝜕2ℎ

𝜕𝑥2
+

1

(
𝑘1𝑥

𝑘2𝑦
⁄ )

𝜕2ℎ

𝜕𝑦2
= 0 

(3-22) 

According to Eq. (3-22), for anisotropic aquifers, the ratio between hydraulic conductivities 

could affect the hydraulic head. On the other hand, the orientations of the hydraulic conductivities will 

affect the (K1x/K2y) ratio. Therefore, these two parameters, as well as the depth of the centre below 

the water table, were used to develop the hydraulic gradient determinant equation. 

The numerical model consists of a cylindrical tunnel with a radius of 2 m that is excavated in a 

homogeneous formation, whose horizontal hydraulic conductivity is 1×10-6 m/s and the water table 

has been set at 100m above the tunnel. This is a 2-dimensional model and its dimensions are 50 

m×150 m as illustrated in Fig 3-7. 
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Fig 3-7. Numerical model and relevant settings for studying the hydraulic gradient at the wall of the 

tunnel 

In the first step, the variations of iz with Z for different ratios of hydraulic conductivities (a) are 

calculated for 4 orientations of the hydraulic conductivities (α=0, 20, 30, 45). In Fig 3-8, the relevant 

diagram is presented for the case of α=30o. 



70 

 

 

Fig 3-8. The variation of iz with depth of the tunnel below the water table in various ratios of 

hydraulic conductivities (a) for the case of α=30o- each line color demonstrates a specific ratio of 

hydraulic conductivities from a=1 to a=100 

The dependency of A and B coefficients of Fig 3-8 to a, is demonstrated in Fig 3-9. 
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Fig 3-9. Variation of the A and B coefficients with ratio of hydraulic conductivities (a) for different 

orientations of hydraulic conductivities (α). Each line color refers to one level of orientation 

Based on Fig 3-8 and Fig 3-9, the variation of the hydraulic gradient with z, a and α could be 

empirically represented by Eq.(3-23) 
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𝑖𝑧 = 𝐴𝑍 + 𝐵 = (𝐶 𝑎
𝐷)𝑍 + (𝐸 ln 𝑎 + 𝐹) (3-23) 

Where the coefficients C, D, E and F for different angles α are given in Table 3-2. 

Table 3-2. Constants in Eq.(3-23) given for different values of the angle (α) 

Angle to the x axis (α) C D E F R2 

0 0.1636 -0.073 -0.133 -0.4028 0.998 

20 0.1640 -0.271 -0.098 -0.3954 0.996 

30 0.1508 -0.314 -0.027 -0.4236 0.995 

45 0.1502 -0.371 0.076 -0.4817 0.996 

The result obtained by Eq.(3-23) corresponding to the vertical hydraulic gradient is then 

integrated into Eq.(3-13) to determine the inflow rate per unit length of tunnel.  

3.4 MODEL VALIDATION 

In order to validate the proposed semi-analytical model for calculating the inflow rate to the 

tunnel (Eq.(3-13)), the results of the proposed model must be compared against the output of a 

numerical simulation (RS2 Rocscience), considering the same characteristics and boundary 

conditions for both models. For the semi-analytical model, specific joint set characteristics (dip, dip 

direction, joint aperture and spacing) and a circular tunnel that is excavated in a specific orientation 

and depth are assumed. A constant level of the water table is also assumed for the semi-analytical 

calculations and then, the hydraulic gradient at the wall of the tunnel is defined by Eq.(3-23), 

accordingly. Finally, the inflow rate is calculated using Eq.(3-13). In order to obtain the result of the 

numerical simulation, the same model is introduced into the RS2 software with the same conditions 

for the tunnel and water table level. Finally, the results of the numerical and semi-analytical methods 

are compared. A rock mass with specific characteristics of joint sets is considered according to Table 

3-3. 
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Table 3-3. Joint set characteristics assumed for comparison 

Strike Dip Hydraulic aperture (m) Frequency 

130 80 10-04 2 

180 40 10-04 2 

290 55 10-04 2 

The tunnel direction is assumed to be in N41W/86 direction (trend/plunge). According to the 

joint set characteristics presented in Table 3-3 and in order to define the hydraulic conductivity matrix, 

the equation of Kiraly [44, 58] (Eq. (3-24)) was used. 

𝐾𝑖𝑗 =
𝜌𝑔

12𝜇
∑𝑓𝑖𝑒𝑖

3[𝑀]

𝑁

𝑖=1

 (3-24) 

here N is total number of sets of discontinuities, f is average frequency of the ith set of 

discontinuities, ei is average hydraulic aperture of the ith set of discontinuities, and [M] is the 

conversion matrix that is defined as: 

[𝑀] = [

1 − 𝑛1
2 −𝑛1𝑛2 −𝑛1𝑛3

−𝑛2𝑛1 1 − 𝑛2
2 −𝑛2𝑛3

−𝑛3𝑛1 −𝑛3𝑛2 1 − 𝑛3
2

] (3-25) 

Where n is the normal vector to discontinuity, and n1, n2, n3 denote the direction cosines of the 

unit vector normal to the discontinuity in the direction of axes x, y, and z, respectively. By this method, 

the matrix of hydraulic conductivities of the joint sets of Table 3-3 is defined according to Eq. (3-26) 

[𝐾] = [
3.43288 × 10−6 −1.1291 × 10−6 7.19327 × 10−7

−1.1291 × 10−6 2.99431 × 10−6 −5.05758 × 10−7

7.19327 × 10−7 −5.0576 × 10−7 3.34561 × 10−7
] (3-26) 

Accordingly, the matrix of the principal hydraulic conductivities could be calculated according 

to Eq. (3-27) 

[𝐾𝑝] = [
2.05863 × 10−6 0 0

0 2.84522 × 10−6 0
0 0 4.86894 × 10−6

] (3-27) 

Based on the principal hydraulic conductivities of Eq.(3-27) and the tunnel direction, the angle 

between the principal sub-horizontal hydraulic conductivity (4.86894×10-6 m/s) and x direction is 

approximately 43o. In order to use equation (3-23) with certainty, the angle between K1x and x axis 
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should be exactly one of the four levels that has been defined (α = 0o, 20o, 30o or 45o). If the value of 

α is not equal to what was stated in Table 3-2, the vertical hydraulic gradient (iz) should be calculated 

using the closest value of α in that table. As 43o is close to 45o and a specific equation for the vertical 

hydraulic gradient was not developed for 43o, the equation of 45o is used instead. It is evident that 

this will constitute one of the sources of error in the results of the model. Firstly, the vertical hydraulic 

gradient (iz) as a result of 100 m of water head above the tunnel is calculated according to Eq.(3-23) 

and Table 3-2 to be approximately 15.22. According to the proposed method (Eq. (3-13)), the 

calculated inflow rate to the tunnel for the assumed case is approximately 49.48 (m3/day) for each 

meter of tunnel length. 

Using the principal hydraulic conductivities of Eq.(3-27), a numerical model is prepared using 

RS2 software [176] in the case of a tunnel that is excavated under a water table located 100 meters 

above the tunnel centreline (Fig 3-10). As illustrated in Fig 3-10, due to the limitation of the RS2 

software for configuration of the circular discharge section, the tunnel is assumed to have the shape 

of a decagon (composed of 10 straight sides) and the total inflow rate has been calculated by adding 

the sum of all the inflow rates from each side. The hydraulic conductivity for the model is defined 

according to Eq.(3-28) 

𝐾𝑒𝑞 = √𝐾1𝐾2𝐾3
3

 (3-28) 

Where K1, K2 and K3 are the principal hydraulic conductivities of the rock mass that have been 

previously calculated in Eq.(3-27). For the above-mentioned principal hydraulic conductivities, 

Keq=3.0552×10-6 m/s. Using this value for the hydraulic conductivity and above-mentioned criteria, 

the inflow rate to the tunnel is given as 55.82 m3/day for each meter of tunnel length (Fig 3-10). 

Comparing with the result of the proposed model (49.48 m3/day), the difference is approximately 11%; 

this shows the efficacy of the new proposed semi-analytical approach. In the same manner, several 

simulations were carried out by varying the assumed joint set characteristics, for different values of 

parameters. The comparative results obtained by the semi-analytical model and the numerical 

simulations are briefly presented in Table 3-4. 
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Table 3-4. Comparison of tunnel inflow rate values predicted by the new proposed semi-

analytical model and a numerical simulation used as a control method 

Discontinuities & tunnel characteristics 
Depth below 
water table 
(m) 

Inflow rate by 
new 
proposed 
semi-
analytical 
model 
((m3/day)/m) 

Inflow rate by 
numerical 
model 
((m3/day)/m) 

Difference 
between 
numerical 
and semi-
analytical 
results (%) 

Joint sets (strike/dip): (100/40), (200/25), 
(45/10) 
Aperture (m): 10-6 
Frequency: 8 
Tunnel direction (trend/plunge): N31W,15 

120 1.82×10-4 2.16×10-4 16 

Joint sets (strike/dip): (130/80), (180/40), 
(290/55) 
Aperture (m): 10-4 
Frequency: 2 
Tunnel direction (trend/plunge): N41W,86 

100 49.48 55.82 11 

Joint sets (strike/dip): (120/10), (95/15), 
(220/20) 
Aperture (m): 10-5, 10-4 and 10-4 respectively 
Frequency: 3, 2 and 4 respectively 
Tunnel direction (trend/plunge): N70E,12 

90 26.9 31.1 13.5 

Joint sets (strike/dip): (10/45), (20/70), 
(300/20) 
Aperture (m): 10-4, 10-4 and 10-5 respectively 
Frequency: 5, 7 and 5 respectively 
Tunnel direction (trend/plunge): N70E, 30 

160 129.4 104.2 19 

 

Fig 3-10. Inflow rate for each of the 10 sides of the tunnel; their sum is equal to 55.82 ((m3/day)/m) 
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3.5 SUMMARY AND DISCUSSION 

This study proposes an enhanced semi-analytical approach to calculate the water inflow rate 

to a tunnel excavated in a rock mass. It considers a number of key effective parameters: orientation 

of the tunnel against the joint sets, fracture aperture and spacing, tunnel dimensions and tunnel depth 

below the water table, as well as the number of joint sets. 

The inflow rate from each meter of tunnel length reaches its maximum value when the tunnel 

direction tends to be perpendicular to the normal to joint set; when the joint set deviates from this 

direction, the inflow rate will be diminished. In other words, the number of fracture traces in the tunnel 

wall will be increased when normal to joint set and tunnel direction approach the perpendicularity. 

The right side of Eq.(3-13) (after cos θi) will be equal to 1 in the case of a perpendicular relative 

position and accordingly, qtotal will be minimum if θi=0. Based on Eq.(3-13), any increase in tunnel 

diameter, fracture aperture and/or fracture frequency will increase the inflow rate. The impact of 

hydraulic gradient on the inflow rate is obvious according to Darcy’s law, as an increase in hydraulic 

gradient will increase the inflow rate accordingly. Concerning the effect of depth on inflow rate, it 

should be mentioned that two contrary phenomena operate at depth. On one hand, the hydraulic 

gradient will increase with the depth of excavation, as will the pressure head above tunnel crown. On 

the other hand, fracture apertures diminish as depth increases based on Eq.(3-16), thus reducing the 

inflow rate. Each parameter that shows the greater effect on the inflow rate will determine the increase 

or decrease of the inflow rate. Depending on the mechanical behaviour of the fracture at depth, as 

well as the surface characteristics being considered in the present model [167], the results will show 

that up to a specific depth, which will be defined by mechanical and geometrical characteristics of the 

fracture, the tunnel inflow rate increases and then decreases. As demonstrated in Fig 3-11, this is 

compatible with previous results [177] for the variation of the tunnel inflow rate as a function of depth. 
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Fig 3-11. The variation of inflow rate into a tunnel with depth obtained from (A) the proposed semi-

analytical model for a tunnel with a 1.5m radius and in a 45/45 direction. The water table is at 6m 

below the ground surface and rock mass includes 3 orthogonal joint sets with JRC=9, 

JCS=100MPa, aperture of 1e-4 m and spacing about 0.3m.(B) previous studies [177]  

Eq. (3-13) considers the value of hydraulic aperture that exists in the wall of the tunnel. In order 

to define this parameter based on the measured mechanical aperture, several equations have been 

published [165]. The surface characteristics of the fracture is the parameter that mostly defines the 

relationship between hydraulic and mechanical aperture [67]. Therefore, in order to utilize the 

proposed method, it is necessary to define the joint characteristics, especially joint roughness 

coefficient (JRC), by in-situ tests, e.g., core logging, to define the hydraulic fracture aperture.  

The most distinctive difference between the new proposed method and previously developed 

models is the way in which the hydraulic characteristics of the formation are considered. In our 

proposed model, the rock mass is regarded as a discontinuous body and in this regard, it is different 

from the formerly developed models (Table 2-5). These require an equivalent hydraulic conductivity 

of the formation in order to calculate the inflow rate, and therefore also require a pre packer/Lugeon 

test. In a rocky formation, the equivalent permeability that is measured from borehole testing is 

strongly affected by the orientation of the borehole and the location where the test is performed. To 

counter this limitation, in the new proposed model, the geometrical characteristics of the 

discontinuities were used to define the permeability of the rock mass by assuming the average value 

for aperture, spacing and orientation of each joint set. These data could be gained by surveying the 

discontinuities and using statistical methods to define the mean values of each parameter. 
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Considering the fractures as the sole conveying route for the flow of fluid into the tunnel makes their 

orientation a determining parameter in the calculation of the tunnel inflow rate. Therefore, it is 

expected that a maximum inflow rate occurs for a certain orientation of the tunnel, and using the 

proposed model, it is possible to find this direction as well as the direction having the minimum inflow 

rate. 

When a tunnel is excavated, the existing hydraulic gradient is modified to a new condition: its 

direction will be mostly vertical. The projection of the overall hydraulic gradient in the plane of the 

fracture, on the other hand, will depend on the orientation of the fracture. Furthermore, the overall 

hydraulic gradient that is produced after excavation of the tunnel depends on the tunnel depth, ratio 

between hydraulic gradients and their orientations. Fig 3-8 illustrates that the variation of vertical 

hydraulic gradient at the wall of the tunnel by depth is linear, and more importantly, it does not depend 

on the hydraulic conductivity of the formation. This means that the vertical hydraulic gradient at the 

wall of an underground excavation is the same for the all formations, independently of their hydraulic 

conductivity. In Fig 3-12, the variation of iz by Z and a at various α has been illustrated using surface 

diagrams. 
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Fig 3-12. The variation of hydraulic gradient with depth (Z) and ratio of hydraulic conductivities (a) at 

different orientations (α) 

According to Fig 3-12, the hydraulic gradient increases with the increase in depth and the 

decrease in a. Its variation is more sensitive to depth than to a in a constant α. Deviation of α from 

the horizontal direction will mostly affect the variation of iz with depth rather than a. The minimum iz is 

gained in shallow depths, high value of a and low value of α, and the maximum iz will be gained in 

the opposite conditions. Therefore, the inflow rate is expected to reach its highest value in a 

homogeneous (minimum a) formation when its hydraulic conductivity is horizontally aligned (α=0). 

This condition will be satisfied in a rock mass with horizontal and/or vertical joint sets in which a tunnel 

is excavated horizontally. 
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Determination of the hydraulic gradient at the wall of an underground excavation is important 

because according to Darcy’s law, it is not possible to define the inflow rate without knowing this 

parameter. In previously developed analytical methods, the hydraulic gradient was substituted in the 

equations by water head above the tunnel (h) that varies only with the variation of depth below water 

table and does not depend on the anisotropy of the hydraulic conductivity. The hydraulic conductivity 

that is defined by the proposed method is a dependent variable, as well. As a result, it is expected 

that the estimated inflow rate to the tunnel by this method may be more reliable than previously 

developed equations for rock mass formations.  

3.6 CONCLUSION 

A new semi-analytical model is developed to calculate the water inflow rate to a tunnel 

excavated below the water table. Unlike previously developed models, this proposed model is 

capable of measuring the inflow rate without pre-evaluation of the equivalent hydraulic conductivity 

of the formation by means of a Lugeon or packer test. However, it requires the definition of joint set 

characteristics (dip, dip direction, aperture and spacing) and water table level to measure the inflow 

rate to the tunnel. Hence, this proposed method considers the rock mass as a heterogeneous and/or 

anisotropic formation. 

Furthermore, a numerical equation is developed to calculate the vertical hydraulic gradient in 

the wall of the tunnel; this value is meant to be inputted into the analytical series of equations that 

make up the new proposed method. Generally, in the case of underground excavations (and it is also 

true in the present study) the horizontal hydraulic gradient (ix and iy) is neglected as it is assumed that 

the water table is almost horizontal. It is deduced that the vertical hydraulic gradient at the wall of the 

tunnel (iz), that is the determining factor of the inflow rate, is dependent on the depth of the tunnel (z), 

the ratio between principal hydraulic conductivities (a) and their orientation (α). Finally, for each 

orientation and using curve fitting, an equation is proposed for determination of the iz. It should be 

noted that determination of the hydraulic gradient was not a focus of previous research works where 

models were based on presuming a homogeneous and isotropic formation and solving the Laplace 

equation.  
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CHAPTER 4  

Article 3: The specific length of an underground tunnel and the effects of rock block 

characteristics on the inflow rate 
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4.1 ABSTRACT 

The specific length of a tunnel (STL) and a new analytical model for calculating the block 

surface area of the rock mass are introduced. First, a method for determining the appropriate length 

of a tunnel for numerical simulation is described. The length is then used to examine the correlation 

between the inflow rate to the tunnel and the block volume, the block surface area, and the fracture 

intensity (P32) through analytical and numerical modelling. The results indicate that the length of the 

tunnel should minimally be equal to the least common multiple (LCM) of the apparent spacings of the 

joint sets at the wall of the tunnel to obtain the more reliable and immediate results for the inflow rate 

to a tunnel that is excavated in a fractured rock mass. A new analytical model was developed to 

calculate the block surface area and determine the essential joint set parameters, which include the 

dip, dip direction, and spacing. The determination of the rock block characteristics through numerical 

modelling requires considering the intact block for calculations. The results indicated that the inflow 

rate to the tunnel increased with increase in fracture intensity and decrease in block volume and 

surface area. The STL and the analytical model used for calculating the block surface area are 

validated through numerical simulations with 3DEC software version 7.0. 

Keywords: Specific Tunnel Length, Block Surface, Analytical method, 3DEC, Rock mass, Inflow rate, 

Block volume 
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4.2 INTRODUCTION 

Quality information on the inflow rate to an underground excavation is useful in a wide range 

of civil works. Taking into account the project requirements on the control of groundwater inflow during 

tunnelling [178], assessment of the stability of the rock blocks at the wall of the tunnel [179], tunnel 

lining design [180], probable damage to the tunnel support structure and lowering the tunnel 

excavation rate [181], and settlement of the aboveground buildings [182, 183] are some of the risks 

that relate directly to the rate of inflow to a tunnel and emphasize the significance of estimating the 

inflow rate. The inflow rate is also effectively a determining parameter for the cost of a civil and mining 

engineering project. Previous studies that aimed to estimate the inflow rate to a tunnel were 

developed through empirical, analytical, and numerical methods. 

Many of the empirical equations that have been developed for estimating the inflow rate to a 

tunnel consider increasing depth, which results in the permeability of the rock mass decreasing and 

the hydraulic gradient at the wall of the tunnel increasing [9, 22, 184]. The developed empirical 

equations are based on data obtained from the double packer [6] or Lugeon tests [185] for the 

hydraulic conductivity of the rock mass. Several investigations have also been conducted for 

adjusting the relationships between the permeability of the rock mass and its geological indices [186, 

187], e.g. RQD, RMR, and GSI. 

The proposed analytical models for estimating the inflow rate to tunnels were developed with 

the assumptions of substituting the fractured or porous media through equivalent homogeneous and 

isotropic formations. The application of various boundary conditions and solving the Laplace equation 

then allowed the development of a set of equations for the calculation of the inflow rate to a tunnel 

[17, 188]. These equations could be applied to any tunnel excavated in a fractured rock mass using 

pre-determined values of its equivalent hydraulic conductivity using Packer or Lugeon tests. However, 

a minority of analytical methods that have been developed are not necessary for equivalent 

permeability [189], and thus, conducting a field test is essential before the application of the analytical 

models. 
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A wide range of studies has also focused on the determination of the inflow rate to a tunnel 

using numerical simulations. In this regard, the effects of geometrical characteristics of the rock mass, 

i.e., joint spacing, aperture, and orientation [190], as well as the overburden load/stress [191] on the 

inflow rate to the tunnel have been considered using a two-dimensional [23, 192] or three-dimensional 

[193, 194] model. Although the inflow rate increases by increasing the fracture aperture and 

decreasing the spacing, the effects of joint set orientation on inflow rate remains unclear. 

Furthermore, by increasing normal stress on a fracture plane, the fracture aperture decreases and 

any shear displacement results in a lower increase in fracture transmissivity and inflow rate. Among 

the above-mentioned parameters, the effects of the block characteristics on the inflow rate to a tunnel 

have not been well studied. In addition, no criterion has been determined for the length of the tunnel 

to be considered in the numerical simulations of the inflow rate. 

In this study, the relationship between the inflow rate to a tunnel and rock block characteristics 

including block volume, block surface area, and volumetric fracture intensity (P32) have been 

investigated using Itasca 3DEC version 7.00 software. 3DEC is a three-dimensional command-driven 

numerical program based on the distinct element method for discontinuum modelling. It is used to 

evaluate the response of the fractured media to the static or dynamic forces, and to carry out 

hydromechanical coupling simulations. Because the actual geometry of a rock mass is usually too 

complex for being simulated, similar to all other numerical models for this purpose, several simplifying 

assumptions are considered in this study. For a rock mass that includes less than three joint sets, 

randomly generated joints define the block volume; if more than three joint sets are present, only the 

three prominent sets are considered to determine the block volume [195]. Thus, it is assumed that 

the rock mass includes three joint sets with different orientations and spacings, but each set has a 

fixed value of these parameters. The length of the tunnel is defined by a newly proposed analytical 

method, called the Specific Tunnel Length (STL), which is adapted to a three-dimensional model as 

used in the current study, and yields more reliable results. The STL represents the minimal length of 

a tunnel that is representative of its entire length regarding its hydraulic characteristics. The STL is 

introduced as an important parameter because in all of the 3D numerical simulations, the length of 

the tunnel is a critical input parameter that strongly affects the value of the inflow rate. The length of 

the tunnel smaller than the STL value has been proven to mostly produce an error in the value of the 
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inflow rate because it is not representative of the complete hydraulic conditions observed along the 

tunnel. In contrast, the tunnel length larger than the STL will effectively increase the processing time 

of the numerical modelling without bringing more information. The optimum length of the tunnel for 

the numerical simulations in relation to hydraulic characteristics has been demonstrated to be equal 

to STL. The existence of the STL is supported by numerical simulations using 3DEC version 7.00 

software. The last section of this paper focuses on the evaluation of the relationship between the 

tunnel inflow rate and three other parameters, which include block volume, block surface area, and 

volumetric fracture intensity. For this purpose, a series of numerical simulations have been conducted 

based on the already introduced specific length of the tunnel. In addition, an analytical model is 

developed for the calculation of the block surface area that is created by the intersection of three joint 

sets. Having the values of the inflow rate on the one hand and numerically and analytically calculated 

block volume, block surface area, and P32, on the other hand, allows the investigation the effects of 

each parameter on the inflow rate. 

4.3 SPECIFIC TUNNEL LENGTH 

In all numerical models, the first and the most important concern is to determine the minimum 

reliable size of the model that is representative of its unlimited sizes. For the rock mass, this size was 

addressed in the literature as Representative Elementary Volume (REV), which could be defined for 

the mechanical properties [196] or hydraulic characteristics [197]. As a general rule, to gain reliable 

results from the numerical simulations, the model has to be equal or greater than the REV of the rock 

mass. However, in the case of excavating a tunnel in a fractured rock mass, the predefined REV is 

not appropriate for use in the calculation of the inflow rate to the tunnel. Thus, for a better 

understanding of the problem, Fig 4-1 shows a rock mass that includes three joint sets. It is assumed 

that the intact rock is impermeable and the fluid flows only through the fractures. Fig 4-1A shows the 

predefined dimension of the REV and the horizontal tunnels excavated in two different directions in 

Fig 4-1B and Fig 4-1C. 
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Fig 4-1. Modes of excavation of the tunnel in a fractured rock mass, (A) predetermined REV of the 

rock mass, (B) excavation of a horizontal tunnel in the y-direction of model A, (C) excavation of the 

horizontal tunnel in the x-direction 

Based on Fig 4-1, the tunnel can be excavated in any direction in a REV of a rock mass. Despite 

the requirement that the REV of a specific formation should yield a unique hydraulic behaviour, Fig 

4-2 shows that the number and total length of the fractures that cross the tunnel vary by changing 

their direction. Because the intact rock is presumed to be impermeable and if a fixed level of the water 

table is set for both models of Fig 4-2C and D, by variation of the trace length of the fractures at the 

wall of the tunnel (Fig 4-2A and B), the inflow rate to the tunnel will differ for the same length of the 

tunnel. 
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Fig 4-2. Longitudinal cross-section of the tunnel that is excavated in (a) x-direction, (b) y-direction, 

(c), and (d) original tunnel of the case (a) and (b), respectively 

The differences observed in Fig 4-1 and Fig 4-2 illustrate the necessity of revising the concept 

of the hydraulic REV for the cases that a tunnel excavated in the rock mass. For this purpose, the 

hydraulic REV of a tunnel can be defined as the shortest length of the tunnel for which the inflow rate 

is representative of a unit inflow rate obtained from all hydraulic expressions of the fracture sets. This 

length is called the specific tunnel length or STL in this paper. In other words, the STL is the shortest 

length of the tunnel that integrates the flow rate contribution of the entire fracture sets (inflow rate per 

each meter of the tunnel length). Multiplying the inflow rate provided by the fractures along with the 

STL value by the total length of the tunnel divided by the STL value yields the total inflow rate through 

the tunnel. For a specific formation, different STL values exist for each direction of the tunnel and 

accordingly, the length of the tunnel in the numerical simulations should be equal to an integer 

multiplication of the STL to attain reliable results. In section 4.3.1 the method for defining the STL is 

described and the STL is validated in section 4.3.2. 

4.3.1 Determination of the STL 

To determine the STL, the joint sets are assumed to be persistent, the intact rock is 

impermeable, and fluid flows only through the fractures. Furthermore, the values of the spacing, 
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aperture, and orientation of the joint sets are fixed. Fig 4-3 shows the cross-section of the tunnel 

excavated in a rock mass having three joint sets. The apparent spacing that can be seen at the wall 

of the tunnel will always be equal or greater than the true spacing and the difference between the 

apparent and true spacings depends on the angle between the joint set and tunnel directions. As a 

reminder, true spacing refers to the shortest distance between two adjacent fractures of a joint set 

and apparent spacing refers to the observed spacing in any direction that is not essentially 

perpendicular to the plane of the joint set. 

 
Fig 4-3. Apparent spacings of each joint set at the wall of the tunnel- sp1, sp2, and sp3 are the 

apparent spacings of the joint set 1, joint set 2, and joint set 3, respectively. 

The fractures are assumed to be the sole channels for water flowing into the tunnel, and thus, 

to define the STL, the minimum length of the tunnel whose arrangement of the joint sets repeats at 

any multiple of STL (i.e., 1STL, 2STL, …, nSTL) should be defined. In this regard, Fig 4-4 illustrates 

the locations of the traces of each joint set at the wall of the tunnel. For simplicity, it is assumed that 

at the first point (zero points), the traces of all joint sets are overlapped. Thus, the same results for 

the value of the STL might be observed if the traces do not overlap at the initial point. As the apparent 

spacing of set 1 is 1, then it will be repeated at each multiple of 1, and similarly, joint sets 2 and 3 are 

repeated at each multiple of 1.5 and 2, respectively. According to the arrangement of the traces, all 
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traces overlapped again at points 6, 12, and 18. Furthermore, the sequences of the traces from point 

1 to 6 are repeated in the ranges between 7 to 12 and 13 to 18. 

 
Fig 4-4. Locations of the traces of joint sets at the wall of the tunnel excavated in a rock mass and 

includes three joint sets- sp1, sp2, and sp3 are the apparent spacings of joint set 1, joint set 2, and 

joint set 3, respectively 

By considering the repetition points (6,12, and 18), the first repetition point is found as the least 

common multiple (LCM) of the apparent spacings of joint sets at the wall of the tunnel, as in Fig 4-4, 

6 is the LCM of 1, 1.5, and 2. Furthermore, the second and third repetition points are the integer 

multiples of the LCM. Therefore, the STL is equal to LCM of the apparent spacings of joint sets at the 

wall of the tunnel. The existence of the STL is demonstrated graphically in Fig 4-5. In this figure, the 

rock mass includes three joint sets with apparent spacings equal to 0.1, 1, and 6 meters. It is also 

evident that in each case, the sequence of the fractures in all spans along the tunnel direction with 

length equal to the STL is repeated in all next spans with the length equal to STL. 
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Fig 4-5. A rock mass including three joint sets with apparent spacings equal to 0.1, 1, and 6 meters, 

(a) cross-section of the tunnel along its direction showing the repeating pattern of the discontinuities 

in the direction of the tunnel and 3rd set’s apparent spacing (6m), (b) apparent spacings of 1st and 2nd 

joint sets, (c) close up of the section of the tunnel that includes STL, (d) and (e) close up of the 

beginning and end of the STL showing the existence of an analogous pattern at both ends 

Before specifying the STL, the apparent spacings of each joint set at the wall of the tunnel 

should be determined. Based on Fig 4-6, the cross-section of the intersection of the cylinder (tunnel) 

and fracture plane is a circle perpendicular and ellipse in an oblique cross. The apparent spacing will 

increase accordingly by deviating from the perpendicular cross. 
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Fig 4-6. Specifying the apparent spacing of a joint set at the wall of the tunnel (a) Ɵ i is the angle 

between normal to joint set and direction of the tunnel, (b) variation of the joint spacing by deviation 

from the perpendicular cross of the tunnel and fracture plane 

The true and apparent spacings of set i are named as Si and Spi, respectively, and the angle 

between normal to joint set i and tunnel direction is called Ɵi. Eq.4-1 expresses the relationship 

between apparent and true spacings. 

𝑆𝑝𝑖 = 
𝑆𝑖

cos 𝜃𝑖
 4-1 

The angle between normal to joint set and tunnel direction Ɵi could be specified by identifying 

the dip/dip direction of the joint set and direction of the tunnel. Components of the unit normal vector 

to the joint set i (direction cosines of Vi in Fig 4-6) can be specified according to Eq.4-2. 

𝑙𝑖 = sin(𝐷𝐷𝑖) sin(𝐷𝑖) 

𝑚𝑖 = cos(𝐷𝐷𝑖) sin(𝐷𝑖) 

𝑛𝑖 = − cos(𝐷𝑖) 

4-2 

where Di and DDi are the dip and dip direction of set i, respectively. Therefore, 

�⃑� 𝑖 = (𝑙𝑖𝑖 , 𝑚𝑖𝑗 , 𝑛𝑖�⃑� ) 4-3 

Furthermore, by identifying trend (TT) and plunge (PT) of the tunnel centreline, the components 

of the unit vector of the tunnel direction (VT) are shown as Eq.4-4: 
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𝑙𝑇 = sin(𝑇𝑇) cos(𝑃𝑇) 

𝑚𝑇 = cos(𝑇𝑇) cos(𝑃𝑇) 

𝑛𝑇 = − sin(𝑃𝑇) 

4-4 

The same could be defined for the unit vector of the tunnel direction: 

�⃑� 𝑇 = (𝑙𝑇𝑖 , 𝑚𝑇𝑗 , 𝑛𝑇�⃑� ) 4-5 

Meanwhile, the angle Ɵi will be specified using the inner product of vectors VT and Vi as 

�⃑� 𝑇 . �⃑� 𝑖 = |�⃑� 𝑇| × |�⃑� 𝑖| ×  cos 𝜃𝑖  
|�⃑⃑� 𝑇|=|�⃑⃑� 𝑖|=1
→         cos 𝜃𝑖 = �⃑� 𝑇 . �⃑� 𝑖 4-6 

Combining Eqs.4-2, 4-3, 4-4, and 4-5 with Eq.4-6 yields the following: 

cos 𝜃𝑖 = �⃑� 𝑇 . �⃑� 𝑖 =  (𝑙𝑇𝑖 , 𝑚𝑇𝑗 , 𝑛𝑇�⃑� ). (𝑙𝑖𝑖 , 𝑚𝑖𝑗 , 𝑛𝑖�⃑� ) =  𝑙𝑇𝑙𝑖 +𝑚𝑇𝑚𝑖 + 𝑛𝑇𝑛𝑖

= [sin(𝑇𝑇) cos(𝑃𝑇) × sin(𝐷𝐷𝑖) sin(𝐷𝑖)]

+ [cos(𝑇𝑇) cos(𝑃𝑇) × cos(𝐷𝐷𝑖) sin(𝐷𝑖)] + [sin(𝑃𝑇) × cos(𝐷𝑖)] 
4-7 

Finally, for a rock mass that includes three joint sets, the STL could be specified using Eq.4-8: 

𝑆𝑇𝐿 =  𝐿𝐶𝑀(𝑆𝑝1 , 𝑆𝑝2 , 𝑆𝑝3) = 𝐿𝐶𝑀 (
𝑆1

cos 𝜃1
,
𝑆2

cos 𝜃2
,
𝑆3

cos 𝜃3
) 4-8 

where Sp1, Sp2, and Sp3 are the apparent spacings and S1, S2, and S3 are the true spacings of 

joint sets 1, 2, and 3, respectively. Furthermore, Ɵ1, Ɵ2, and Ɵ3 are the angles between tunnel 

direction and normal to each joint set.  

4.3.2 Validation of the STL 

The existence of the STL in a rock mass that includes three joint sets is investigated and 

validated using the numerical simulation by 3DEC version 7.00 software. It should be emphasized 

that the rock mass could contain more than three joint sets and, in this case, the same method is 

applicable for defining the STL. Numerical models with various values of the apparent spacings (Spi 

in Eq.4-1) were prepared to evaluate the existence of the STL. Afterward, the inflow rates to the 

tunnels with a length of half STL, 1STL, 1.5STL, 2STL, and 3STL have been calculated. Fig 4-7 

shows the models used for the numerical simulations. The x and z dimensions of the models are kept 

constant and only the y dimension varies to create the tunnels with different lengths. 
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Fig 4-7. Numerical models for validation of the existence of the STL using 3DEC software- the 

tunnel in all cases is excavated in the y-direction (S-N) 

Fig 4-8 illustrates the boundary conditions and the applied method for calculations of the inflow 

rate to the tunnel. As shown in Fig 4-8a, a fixed level of the water table is adjusted at the top of the 

model, and the pore pressure at sides of the model parallel to the y-z plane is set to be equal to its 

initial values during the numerical calculations. The pore pressure at the wall of the tunnel is set to 

be zero to simulate the inflow to the tunnel as shown in Fig 4-8b. Because the inflow rate decreases 

by moving from the tunnel wall toward the boundaries of the model, the area close to the wall of the 

tunnel is selected for the calculation of the inflow rate as shown in Fig 4-8c. Fig 4-8 shows that the 

spatial discretization must increase where hydraulic gradients are higher, as is the case when we get 

closer to the tunnel to decrease the time of the calculation and to maintain the accuracy of the results. 
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Fig 4-8. Boundary conditions and calculation methods applied in numerical simulations (a) flow 

planes or the planes of the fractures, (b) pore pressure around the tunnel in a flow plane, (c) flow 

plane zones selected for calculation of the inflow rate to the tunnel 

In Fig 4-8, the flow plane is the planar polygon corresponding to face-to-face contact between 

solid blocks, the flow plane zone is a triangular discretization element of the flow plane, and the 

flowknot is the vertices of a flow plane zone that generally correspond to a sub-contact between solid 

blocks. To ensure that the model is in steady-state conditions, the variation of the pore pressure with 

cycling steps is recorded at four points around the tunnel circumference (the nearest flowknot to the 

wall of the tunnel at 3, 6, 9, and 12 o’clock positions). The model reaches the steady-state condition 

when the pore pressure at all points does not vary anymore. 

Based on the results of the numerical simulations, it is observed that in all cases, the average 

inflow rate (inflow rate per meter of tunnel length) in 1STL, 2STL, and 3STL is equal and differs from 

what was calculated for 0.5STL and 1.5STL. In this study, the direction of the tunnel is always in S-

N and the hydraulic apertures of all joint sets are set to be equal. However, it could be simply proved 

that the different hydraulic apertures of joint sets and tunnel direction do not affect the length and 

existence of the STL. 

For this purpose, the STL is evaluated for five different cases according to Table 4-1. 

Table 4-1. Joint set characteristics considered in the numerical models for assessment of the STL 

(DIP, DD, and S are the dip, dip direction, and true spacings of the joint sets, respectively) 

 Joint set 1 Joint set 2 Joint set 3 

Case No. DIP 1 DD 1 S1 (cm) DIP 2 DD 2 S2 (cm) DIP 3 DD 3 S3 (cm) 

1 22 25 205.2 21 342 205.2 80 0 9.8 

2 81 5 39.4 73 25 519.6 82 354 98.5 

3 86 9 590.9 67 340 8.7 80 0 590.9 
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4 84 8 590.9 86 351 590.9 80 0 590.9 

5 61 8 8.7 21 342 13.7 80 2 9.8 

The hydraulic aperture and tunnel diameter in all cases were set to be equal to 1×10-4 (cm) and 

20 cm, respectively to simplify the models and speed up the time of calculations. The level of the 

water table is fixed to 5 meters above the centreline of the tunnel in all cases. The apparent spacings 

relevant to Table 4-1 and unit inflow rate to the tunnel for each model are listed in Table 4-2. 

Table 4-2. The apparent spacings (Sp1, Sp2, and Sp3) at the wall of the tunnel for each model, 

STL, and the value of the inflow rate to the tunnel for the tunnel length of 0.5STL, 1STL, 1.5 STL, 

2STL and 3STL 

            Inflow rate (m3/s) per meter of tunnel length 

Case No. Sp1 (m) Sp2 (m) Sp3 (m) STL (m) 0.5 STL 1.0 STL 1.5 STL 2.0 STL 3.0 STL 

1 6 6 0.1 6 2.15E-08 9.35E-10 1.02E-08 9.35E-10 9.35E-10 

2 0.4 6 1 6 7.15E-10 3.58E-10 9.41E-10 3.58E-10 3.58E-10 

3 6 0.1 6 6 1.28E-08 1.51E-08 1.36E-08 1.51E-08 1.52E-08 

4 6 6 6 6 5.96E-10 8.98E-10 1.50E-09 8.98E-10 8.98E-10 

5 0.1 0.4 0.1 0.4 7.15E-10 8.28E-10 5.96E-09 8.28E-10 5.96E-10 

Fig 4-9 is drawn based on the data provided in Table 4-2 and illustrates the equal inflow rate in 

1STL, 2STL, and 3STL (and generally nSTL where n is an integer) as well as the different values for 

0.5STL and 1.5STL. Regarding this figure and the spacings listed in Table 4-2, it is worth considering 

that the case numbers 1 to 5 are created by different arrangements of three apparent joint spacings, 

including 0.1, 0.4, and 6 m. It shows that the various values of the inflow rates may be obtained in 

different orientations of the tunnel. Furthermore, Fig 4-9 confirms that the value of the average inflow 

rate to each integer multiplication of the STL is equal to the average inflow rate to 1 STL and 

accordingly, it is equal to the infinite length of the tunnel. The deviation of the inflow rate for 0.5 STL 

and 1.5 STL with 1 STL is also decreased, indicating that the deviation will tend to zero by increasing 

the length of the tunnel when the length is not equal to the n×STL. 
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Fig 4-9. Average inflow rate to the tunnel for half STL (0.5STL), 1STL, 1.5 STL, 2STL, and 3STL- 

the diagram shows that the average inflow rate is equal for the tunnels with 1STL, 2STL, and 3STL 

but differs for the 0.5STL and 1.5STL 

4.4 EVALUATION OF THE EFFECTS OF BLOCK CHARACTERISTICS ON THE INFLOW RATE 

Using the concept of STL, which is explained and validated in section 4.3, a series of numerical 

simulations are designed to study the relationship between geometrical characteristics of the rock 

block, i.e., rock block volume, block surface area, and volumetric fracture intensity on the one hand 

and the inflow rate to the tunnel on the other hand. This section aims to define the parameter with the 

most important impact on the inflow rate to the tunnel. That parameter could be an efficient 

representation of the geometrical characteristics of the rock mass, e.g., spacing, dip, and dip direction 

of the joint sets [198, 199]. 

In this regard, numerical models comprised three joint sets with various spacings, dip, and dip 

directions. The tunnel is always excavated in the N-S direction and a fixed level of the water table is 

applied to the model. Because the orientations and spacings of the joint sets vary, the trace length of 

the fractures at the wall of the tunnel change, and the inflow rate will vary. Using a FISH function in 

the 3DEC commands, the block characteristics, as well as the inflow rate to the tunnel, are calculated 

numerically. The block volume and surface are calculated analytically using a formerly developed 



97 

 

analytical equation for block volume specification [195, 198, 200] and an analytical equation 

developed in this study for the block surface computation. Rather than a comparison of the results of 

the numerical and analytical block volume and block surfaces, a discussion on the reliability of the 

block volume and surface calculation is presented at the end of this section. 

4.4.1 Analytical calculation of the block volume and surface area 

For the evaluation of the effects of one parameter on the output of a model, it is mostly assumed 

that all variables are in their ideal conditions. For the case of a fractured rock mass, it is assumed 

that each joint set has a constant value of the spacing, orientation, and aperture, and that the 

persistence of the fractures is always 1, i.e., all the fractures cross the boundaries of the model. In 

the current study, it is assumed that the rock mass includes three persistent joint sets with fixed values 

of the spacings, dip, and dip direction for each joint set. In addition, the model does not contain 

random joints and the blocks are formed by the joint sets only. Based on the previous studies and 

the above-mentioned assumptions, [195, 198, 200] the volume of the block created by the cross of 

three joint sets could be calculated using Eq.4-9: 

𝑉𝑏
𝐴 = 

𝑆1 × 𝑆2 × 𝑆3
sin 𝛾1 × sin 𝛾2 × sin 𝛾3

 4-9 

where Vb
A is the analytically calculated block volume, S1, S2, and S3 are the true spacings of 

joint sets, and γ1, γ2, and γ3 are the angles between joint sets. For calculation of the surface area of 

a rock block created by three joint sets, an equation is mathematically developed using the 

methodology described briefly in Fig 4-10. 
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Fig 4-10. Methodology used for analytical calculation of the block surface area. (a) a model 

comprising of three joint sets, (b) selected block not cut by the boundaries of the model, (c) edge 

vectors and surface area of each side of the selected block 

Except for the blocks cut by the boundaries of the model, the other blocks’ geometries are 

identical. An intact block is selected for model development as illustrated in Fig 4-10b. Assuming that 

each edge of the block could be shown by a vector (A, B, and C in Fig 4-10c), the surface area of 

each face of the block can be determined by the cross product of each pair of vectors A, B, and C. 

The surface area of each frontside faces of the block are equal because all fractures in a joint set are 

parallel. Accordingly, the surface area of the block could be calculated by Eq.4-10:  

𝑆𝑏
𝐴 = 2 × (|𝐴 × �⃑⃑�| + |𝐴 × 𝐶| + |�⃑⃑� × 𝐶| ) 4-10 

where Sb
A is the analytically calculated block surface and A, B and C are the edge vectors of 

the intact block. Each edge vector has a direction and a magnitude. The direction of a vector could 

be specified by a unit vector and for this specific case, it could be defined by Eq.4-11: 

𝑢𝐴⃑⃑⃑⃑⃑ =
𝑁𝐽2⃑⃑⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑⃑⃑ ⃑⃑⃑

|𝑁𝐽2⃑⃑⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑⃑⃑ ⃑⃑⃑|
 

𝑢𝐵⃑⃑ ⃑⃑ ⃑ =
𝑁𝐽1⃑⃑⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑⃑⃑ ⃑⃑⃑

|𝑁𝐽1⃑⃑⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑⃑⃑ ⃑⃑⃑|
 

𝑢𝐶⃑⃑ ⃑⃑⃑ =
𝑁𝐽1⃑⃑⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑⃑⃑ ⃑⃑⃑

|𝑁𝐽1⃑⃑⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑⃑⃑ ⃑⃑⃑|
 

4-11 

where NJ1, NJ2, and NJ3 are the normal to joint set J1, J2, and J3, and uA, uB, and uC are the unit 

vectors of A, B, and C, respectively. On the other hand, by considering Fig 4-11, the magnitude of 

edge vectors is determined by Eq.4-12. 



99 

 

|𝐴| =  
𝑆1

cos𝜃1
 

|�⃑⃑�| =  
𝑆2

cos 𝜃2
 

|𝐶| =  
𝑆3

cos 𝜃3
 

4-12 

where ǀAǀ, ǀBǀ, and ǀCǀ are the magnitude of each edge vectors, S1, S2, and S3 are the spacings, 

and Ɵ1, Ɵ2, and Ɵ3 are the angles between normal to joint sets and direction of the edge vectors. 

These parameters are illustrated in Fig 4-11. The directions of the spacings S1, S2, and S3 are parallel 

to NJ1, NJ2, and NJ3, respectively. 

 
Fig 4-11. Inner view of an intact block. Edge vectors of the block and the angles between the true 

spacing of joint set 1 and direction of the edge vector A (Ɵ1). Ɵ2 and Ɵ3 could be specified with the 

same method. γA/B, γA/C, and γB/C are the angles between edge vectors A&B, A&C, and B&C, 

respectively. 

Based on Eq.4-12, to specify the magnitude of the edge vectors, Ɵi should be determined. 

According to Fig 4-11, Ɵi can be calculated by Eq.4-13: 
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𝑢𝐴⃑⃑⃑⃑⃑. 𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ = |𝑢𝐴⃑⃑⃑⃑⃑| × |𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑| × cos 𝜃1 

𝑢𝐵⃑⃑ ⃑⃑ ⃑. 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ = |𝑢𝐵⃑⃑ ⃑⃑ ⃑| × |𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑| × cos𝜃2 

𝑢𝐶⃑⃑ ⃑⃑⃑. 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑ = |𝑢𝐶⃑⃑ ⃑⃑⃑| × |𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑| × cos 𝜃3 

4-13 

Given that uA, uB, uC, and NJ1, NJ2 and NJ3 are unit vectors and their absolute values are 1, by 

combining Eq.4-11 and Eq.4-13,  we can obtain the following: 

cos 𝜃1 = (
𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑

|𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑ |
) . 𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ 

cos 𝜃2 = (
𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑

|𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑ |
) . 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ 

cos 𝜃3 = (
𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑

|𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑ |
) . 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑ 

4-14 

Considering Eq.4-11, Eq.4-12, and Eq.4-14, vectors A, B, and C could be specified by Eq.4-15. 

𝐴 =  |𝐴| × 𝑢𝐴⃑⃑⃑⃑⃑ =
𝑆1

(𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑). 𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑
× (𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑) 

�⃑⃑� =  |�⃑⃑�| × 𝑢𝐵⃑⃑ ⃑⃑ ⃑ =
𝑆2

(𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑). 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑
× (𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑) 

𝐶 = |𝐶| × 𝑢𝐶⃑⃑ ⃑⃑⃑ =
𝑆3

(𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑). 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑
× (𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑) 

4-15 

It should be mentioned that the unit normal vector to joint sets (NJ1, NJ2, and NJ3) could be 

determined knowing the dip and dip direction of the joint sets, according to Eq.4-16. 

𝑁𝐽1⃑⃑ ⃑⃑⃑⃑⃑ =  (sin𝐷𝐷1 . sin𝐷1)𝑖, (cos𝐷𝐷1 . sin𝐷1)𝑗, (− cos𝐷1)�⃑⃑� 

𝑁𝐽2⃑⃑ ⃑⃑⃑⃑⃑ =  (sin𝐷𝐷2 . sin𝐷2)𝑖, (cos𝐷𝐷2 . sin𝐷2)𝑗, (− cos𝐷2)�⃑⃑� 

𝑁𝐽3⃑⃑ ⃑⃑⃑⃑⃑ =  (sin𝐷𝐷3 . sin𝐷3)𝑖, (cos𝐷𝐷3 . sin𝐷3)𝑗, (− cos𝐷3)�⃑⃑� 

4-16 
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where DD1, DD2, and DD3 are the dip directions and D1, D2 and D3 are dip of the joint set 1, 2, 

and 3, respectively. Finally, the surface area of the blocks could be specified by incorporating Eq.4-16 

and Eq.4-15 into Eq.4-10. For calculation of the block surface using Eq.4-10, an excel sheet is 

prepared and attached to this paper. 

4.4.2 Validation and comparison of the analytical models 

As it is explained in section 4.4.1, the analytical method for calculation of the block volume was 

previously developed by Eq.4-9 and a new analytical model is developed in this article for calculation 

of the block surface according to Eq.4-10. In this section, the outputs of the analytical models for 13 

cases that are listed in Table 4-3 are compared with the results of the numerical simulations using 

the 3DEC version 7.0. 

Table 4-3. Characteristics of the discontinuities used for comparison of analytical and numerical 

calculation of the block volume and block surface and also assessing the effects of the block 

characteristics on the inflow rate to the tunnel 

 Joint set 1 Joint set 2 Joint set 3 

C
a
s
e
 

DIP 1 DD 1 

S
p

a
c
in

g
 1

 

(m
) 

DIP 2 DD 2 

S
p

a
c
in

g
 2

 (
m

) 

DIP 3 DD 3 

S
p

a
c
in

g
 3

 (
m

) 
1 23 30 0.34 20 10 2.05 27 320 0.14 

2 90 350 0.39 20 352 0.14 90 10 0.39 

3 73 25 0.35 61 352 0.35 84 8 5.91 

4 22 25 0.34 90 350 0.98 60 0 0.35 

5 90 350 0.39 90 10 0.39 32 50 2.05 

6 90 350 5.91 90 70 0.14 90 30 5.2 

7 20 350 0.34 22 25 1.37 61 354 5.2 

8 54 65 0.34 90 350 0.98 90 30 0.35 

9 80 0 5.91 90 70 0.14 66 292 0.34 

10 60 0 3.46 67 340 5.2 90 30 0.87 

11 90 30 3.46 54 295 1.37 80 0 3.94 

12 90 70 0.34 43 300 1.37 73 25 5.2 

13 43 60 0.14 73 335 5.2 90 10 0.39 

Based on the data listed in Table 4-3, a numerical model was prepared for the calculation of 

the representative block volume and surface for each case. For this reason, the volume and surface 

of the intact block, as illustrated in Fig 4-10c, should be specified. The most important point is to be 

certain that at least one intact block exists in the model. On the one hand, this block is representative 



102 

 

of all blocks of the model when the dimension of the model is unlimited and on the other hand, the 

intact block is created and its number increase by extending the size of the numerical model. From 

now on, the RBL, RBLV, and RBLS will be used in this article for referring to the representative block, 

representative block volume, and representative block surface, respectively. It should also be 

emphasized that the RBL is the intact block shown in Fig 4-10c. In Table 4-4, the results of the 

analytical and numerical calculations of RBLS and RBLV for the 13 cases of Table 4-3 are listed. 

Table 4-4. Comparison of the analytical and numerical calculation of the block volume (RBLV) and 

block surface (RBLS) for the cases of Table 4-3. N/A means that the parameter is unmeasurable. 

 Block surface (RBLS) (m2) Block volume (RBLV) (m3) 

Case Analytical (This study) Numerical (3DEC) Analytical [195] Numerical (3DEC) 

1 320.2 320.2 4.31 15.14 

2 1.63 1.63 0.07 0.07 

3 54.15 54.16 8.55 4.6 

4 49.73 49.71 0.36 3.65 

5 12.08 12.07 1.03 1.08 

6 N/A N/A 10.57 N/A 

7 131.54 131.53 24.90 17.02 

8 4.21 4.20 0.25 0.31 

9 21.35 21.35 0.45 1.04 

10 278.38 278.39 89.33 85.36 

11 317.93 318.04 39.91 124.94 

12 54.75 54.75 3.80 7.09 

13 10.15 10.14 0.53 0.51 

Based on Table 4-4, the analytical model for RBLS is in good accordance with the results of 

the numerical models; however, a remarkable discrepancy exists between the numerical and 

analytical calculations of the RBLV. Furthermore, for case number 6, the analytical and numerical 

model for RBLS and the numerical model for RBLV could not specify any value for these parameters 

because the constructed blocks are columnar and stretched in the z-direction (all dips are 90o with 

various dip directions). Therefore, by increasing the size of the numerical model, the RBLS and RBLV 

increase, and hence, the numerical RBLS and RBLV depend fully on the size of the numerical model. 

However, for such a case, the analytical model defines 10.57 m3 for RBLV. Because of this 
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discrepancy and the existence of noticeable differences between numerical and analytical 

calculations of the RBLV, this method needs to be revised. 

4.4.3 Evaluation of the effect of block characteristics on the inflow rate  

The average inflow rate to the tunnel that is excavated in the y-direction (S-N) of a rock mass 

is calculated using 3DEC version 7 software for the 13 cases of Table 4-3.To simplify the model and 

place more focus on the effects of the block characteristics on the inflow rate, the hydraulic aperture 

is assumed to be constant for all joint sets, and a fixed level of the water table is applied to all of the 

models.  

The variations on the unit inflow rate to the tunnel with the numerical and analytical RBLV for 

the cases of Table 4-3 and Table 4-4 are shown in Fig 4-12 in the logarithmic scale of the block 

volume. The inflow rate decreases with the increase in the volume of rock blocks. However, this 

dependency is a little more relevant for the numerically calculated RBLV than the analytical ones 

(based on the R2 of the trendlines). The reason is probably because of the accuracy of the numerical 

models for calculation of the block volume compared with the analytical model. However, as a general 

rule, the inflow rate to the tunnel is expected to decrease by increasing the block volume. 

 
Fig 4-12. Relationship between inflow rate to the tunnel and logarithm of RBLV that is calculated 

using (a) analytical and (b) numerical methods 

The relation between the logarithm of RBLS and inflow rate to the tunnel is illustrated in Fig 

4-13. As the results of numerical and analytical models are almost the same, the diagrams in Fig 4-13 

are identical. However, similar to Fig 4-12, the inflow rate to the tunnel decreases by increasing the 



104 

 

surface of the block although the relationship between RBLV and inflow rate seems to be more 

relevant than the RBLS and inflow rate. 

 
Fig 4-13. Relationship between the inflow rate and logarithm of RBLS calculated using (a) analytical 

and (b) numerical methods 

Another block characteristic assessed in this study is the 3D volumetric fracture intensity or P32, 

which is defined by Eq.4-17. The P32 represents the fracture area per unit volume of the block. 

𝑃32 =
𝑅𝐵𝐿𝑆

𝑅𝐵𝐿𝑉
 4-17 

where P32 is the 3D volumetric fracture intensity. Based on the data presented in Fig 4-12 and 

Fig 4-13, the relationship between the inflow rate to the tunnel and P32 is illustrated in Fig 4-14. From 

analytical calculation of the block volume and surface, no logical relationship exists between the P32 

and the inflow rate to the tunnel. However, the inflow rate to the tunnel increases by increasing the 

numerically calculated fracture intensity. 
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Fig 4-14. Relationship between the inflow rate and the 3D fracture intensity (P32) that is calculated 

(a) analytically and (b) numerically 

4.5 SUMMARY AND DISCUSSION 

In all geomechanical and hydrogeological studies of the rock mass, the first step is to determine 

the reliable dimension of the rock mass that is representative of its unlimited size. In the case of 

excavation of a circular tunnel in a rock mass and for evaluation of the inflow rate, as the flow takes 

place through the fractures at the wall of the tunnel, the length of the fractures per surface area of the 

tunnel is the determining factor in this regard. Meanwhile, the surface area is defined by the tunnel 

radius and length, and since the radius is assumed to be constant all over the tunnel, the length of 

the tunnel is the parameter that its variation affects the inflow rate. With this approach, STL is the 

shortest length of the tunnel that integrates the flow rate contribution of the entire fracture sets, and 

hence, the inflow rate per meter of the tunnel length to the STL is equal to the average inflow rate to 

an unlimited length of the tunnel. As illustrated in Fig 4-15, the inflow rate to 1STL is equal to 7STL 

and generally, it will be equal to n×STL. As a result, the STL is the minimum length of the tunnel that 

could represent the hydrogeologic characteristics of the tunnel with unlimited length. 

To specify the STL and simplify the numerical simulations, it was assumed that the hydraulic 

apertures of all joint sets are equal. However, different values of the hydraulic aperture do not affect 

the validity of the STL because that arrangement that exists in each STL, repeats at the subsequent 

multiple of STL and as a result, the inflow rate will be again equal for all next lengths equal to STL. 
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Fig 4-15. Variations of the inflow rate with the tunnel length as the multiple of STL for case number 

10 of Table 4-3. The inflow rate to the tunnel with a length equal to 1STL is the same as that for the 

length of tunnel equal to n×STL. 

All the apparent spacings at the wall of the tunnel are assumed to be integers to simplify the 

validation process of STL in section 4.3.2. However, the apparent spacings are mostly decimal values 

in nature. For example, if the apparent spacings of the three joint sets are 1.3, 0.4, and 2.7 meters, 

the LCM of the spacings or STL is 140.4. However, through a small variation of spacings to 1.5, 0.5, 

and 2.5 meters, the STL is 7.5 meters. In cases such as this, if the 7.5 m considered as the STL, the 

inflow rate varies in 2STL, 3STL, etc. comparing with STL. However, the variations of the inflow rate 

for 2STL and 3STL compared to STL is small enough to be neglected and the domain of variation 

decreases with the increase of n. Therefore, in such cases, the inflow rate to 1STL could provide an 

acceptable estimation of the inflow rate to nSTL and hence, it is recommended that the STL (or LCW) 

should be calculated by rounding the apparent spacings to an acceptable value. 

STL is an important parameter for the evaluation of the inflow rate to the tunnel and is the 

minimum length of the tunnel that should be considered in the studies. Its importance is much more 

in three-dimensional numerical simulations because it is possible to excavate a tunnel in various 

directions in a rock mass and according to the direction, the probability of intersecting discontinuities 

by the tunnel will be different. As a result, the STL and inflow rate vary according to the tunnel 

direction, and hence, to simulate the inflow rate numerically, a specific STL should be defined for 

each direction of the tunnel. As the only joint sets that are parallel to the tunnel direction (when normal 
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to joint set is perpendicular to tunnel direction) are considered in 2-dimensional numerical simulations, 

in such cases, any length of the tunnel could be considered as STL, and as a result, the absence of 

the STL is one of the major weak points of 2-D modelling. In practical works and to design seeped 

water evacuating systems, consideration of the STL could be effectively useful for an acceptable 

estimation of the inflow rate to the tunnel. 

An analytical method is developed for the calculation of the RBLS that is created by the 3 

persistent joint sets, knowing their dip/dip directions and true spacings. This model accurately defines 

the unlimited surface area for the blocks that are created by 3 vertical joint sets having different values 

of dip directions. However, analytically calculated RBLV for such cases is not unlimited and thus, 

Eq.4-9 is not sufficiently comprehensive at all. Furthermore, the results of the developed model for 

the calculation of the RBLS are validated by numerical simulations using 3DEC software. It is although 

the results of the previously developed model for specifying the RBLV (Eq.4-9) have a debatable 

difference with the 3DEC software results (Table 4-4). 

To numerically specify RBLV and RBLS, the size of the numerical model increases until at least 

one block among all blocks of the model reaches its maximum possible size. If the block 

characteristics are in interest, in such a state, the model is not in its representative size. In this regard, 

the size of the model should be increased until the average block size tends to the RBLV. This size 

maybe not equal to the representative size of the model when the other parameters of the rock mass 

such as spacing, aperture, etc. are in interest. Therefore, it is essential to define a separate REV for 

each interesting characteristic of the rock mass and discontinuities, the same as what was defined 

for STL in section 4.3. 

The block volume and surface that are defined by the numerical simulations should be 

evaluated carefully before being used in the studies, as the average and maximum block size and 

surface area that is defined might be different for one specific model with various sizes. Furthermore, 

these characteristics are highly affected by the arrangement of the discontinuities, i.e., the start point 

for the generation of the joint sets in numerical models. For avoiding this error, either the size of the 

numerical model should be large enough to include mostly the RBLs, or just the analytically calculated 

block volume/surface should be used. 
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Based on Fig 4-12, Fig 4-13, and Fig 4-14, it is specified that a relevant relationship exists 

between the inflow rate to the tunnel on the one hand and numerical RBLV, numerical and analytical 

RBLS, and numerical P32 on the other hand. According to the coefficients of determination (R2) of 

each diagram, it could be concluded that the relationship between P32 and inflow rate is more relevant 

than the other parameters and hence, P32 could be used for the prediction of the inflow rate to the 

tunnel that is excavated in a rock mass. The advantage of using block characteristics for estimation 

of the inflow rate is that the RBLV, RBLS, and P32 could be representative of spacing, dip, and dip 

direction of joint sets and in this regard, various interesting parameters in the studies could be 

summarized in one parameter. 

4.6 CONCLUSION 

Before the calculation of the inflow rate, it is necessary to determine the minimum length of a 

tunnel that should be considered to obtain representative values of the inflow rate for the entire tunnel 

length. This STL is equal to the LCM of the apparent spacings of the joint sets at the wall of the tunnel. 

Using numerical simulation with 3DEC version 7.0 software, the unit inflow rate (inflow rate per each 

meter of the tunnel length) has been shown to be constant for any subsequent integer multiple of the 

STL (n×STL). Accordingly, the STL is also verified to be the representative length of the tunnel for 

hydrologic purposes. In developing the STL, the discontinuities are assumed to be persistent and the 

joint sets are in their ideal states, i.e., with fixed values of spacing, aperture, and orientation. Hence, 

the STL is recommended to be considered as the representative length of a tunnel to gain immediate 

and reliable results in all numerical studies relating to the evaluation of the inflow rate to a tunnel, 

especially in three-dimensional numerical simulations. In addition, more reliable estimates of the 

inflow rate could be obtained by considering STL in underground works, such as excavation of an 

underground tunnel. The STL value can be estimated when the dip, dip direction, and spacing of the 

joint sets are known and is independent of the hydraulic aperture.  

Block surface area is an important parameter in the geomechanical and hydrological 

investigations of a rock mass. An analytical model is developed for calculating the block surface area 

when the orientations and spacings of the joint sets are known. The accuracy of the model is 

supported using the results of the simulation using the 3DEC software. The block surface area 
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measured by the numerical models are shown to be possibly misleading because of the boundary 

effects as several blocks are often cut along the model boundaries.  This error can be reduced by 

considering a simulation domain large enough to include a larger number of RBLS. 

An analytical model that was previously developed for the calculation of the block volume for 

the case of three joint sets is used in this article. This model needs to be revised because a 

comparison of the results of the model with the output of the numerical simulation shows a significant 

difference. Block size is a very important parameter and is widely used for predicting the 

geomechanical and hydrological behaviours of the rock mass. Therefore, the acceptable accuracy of 

this parameter could guarantee the reliability of all other dependent parameters. 

The relationship between the inflow rate to the tunnel and the RBLV, RBLS, and P32 are 

investigated. We observed that the inflow rate to the tunnel decreases by increasing the RBLV. 

Almost similar but weaker relationships can be observed between the RBLS and the inflow rate to 

the tunnel. Furthermore, the inflow rate increases by increasing the volumetric fracture intensity (P32), 

and this relationship is more relevant than the relationship between the RBLV, RBLS, and inflow rate. 

As a result, RBLV, RBLS, and P32 could be representatives of several geometrical characteristics of 

the rock mass, e.g., joint set orientations and spacings. Hence, new relationships could be developed 

for the calculation of the inflow rate to the tunnel as a function of block characteristics. From a practical 

point of view, the rock block characteristics could be used in the estimation of the inflow rate to a 

tunnel. As a general rule, a higher inflow rate should occur in a tunnel excavated in a rock mass with 

smaller blocks. 
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5.1 HIGHLIGHTS 

 Individual and interactional effect of parameters on the inflow rate is determined 

 An empirical-numerical model is developed to calculate the inflow rate to the tunnel 

 Response surface methodology is used for designing the numerical simulations. 

 Hydraulic aperture is the most effective parameter on controlling the inflow rate 

 The tunnel radius has limited impact on the unit inflow rate to the tunnel 

5.2 ABSTRACT 

The relationship between the inflow rate to a tunnel excavated in a fractured rock mass and the 

effective parameters controlling the inflow rate, such as hydraulic aperture, spacing, orientation, 

tunnel radius, and water head above the tunnel, is investigated through numerical modelling. 

Response surface methodology is adopted to optimize the number of numerical simulations and their 

meaningful interpretation, and Design-Expert version 11 software is used for this purpose. 

Consequently, numerical simulations are performed using 3DEC version 7 software for 88 scenarios 

based on different values of parameters related to fracture system geometry and boundary 

conditions. Accordingly, the relations between the inflow rate to the tunnel and the effective 

parameters as well as their interaction are determined and presented in the form of empirical 

equations. In addition, the mean value of each parameter is used to develop another equation for 

calculating the inflow rate to the tunnel. Specifically, the hydraulic aperture and spacing, as well as 

the interaction between the two parameters and other effective parameters, have the most important 

impacts on the value of the inflow rate. In addition, the impact of tunnel radius on the unit inflow rate 

mailto:alireza.shahbazi1@uqac.ca
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is negligible. In this regard, using numerical simulations, two empirical equations, which are directly 

available for practitioners, have been developed for the calculation of unit inflow rate values to the 

tunnel: one for exact values of parameters and another for their mean values. 

Keywords: Tunnel inflow rate, Rock mass, Response Surface Methodology (RSM), 3DEC, Empirical 

equations 

5.3 INTRODUCTION 

One of the main concerns in underground excavations, especially tunnelling and subsea 

tunnels, is the amount of water flowing into the tunnel [201]. The excavation of a tunnel at a depth 

below the water table has impacts on hydrology, ecology, and the environment [202]. An accurate 

estimation of the inflow rate to a tunnel is crucial considering the economical and safety aspects of 

the underground excavations. The overestimation of the inflow rate may result in over-design of the 

water evacuation system [203], while an underestimation may hinder or stop the excavation 

progression by causing geomechanical instability [157], mud and water inrush [204], and 

environmental impacts [205]. Accurate estimation of the inflow rate has a high degree of importance 

in assessing the safety requirements of special excavations, such as subsea tunnels [206], where 

specific equations are developed for defining the inflow rate. The evaluation of the inflow rate to the 

tunnel is generally conducted using three main categories of methods: empirical, analytical, and 

numerical. However, combinations of these categories have also been developed [189, 207].  

Empirical methods for inflow rate estimation are mainly based on data obtained from the field 

or experiments and are mostly based on hydrogeological and geotechnical information. On this basis, 

site groundwater rating (SGR) [208] and tunnel inflow classification (TIC) [209] have also been 

proposed to determine water inflow into tunnels. In this regard, SGR is a tunnel rating method in the 

groundwater hazard viewpoint, and TIC is a method used to evaluate the tunnel underwater inflow in 

various complicated geological conditions. In addition, Gattinoni [22] and Heuer [83] empirically 

corrected the Goodman equation [17] for inflow rate estimation by adding a corrective coefficient and 

modifying analytical equations. 
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Most prediction methods for inflow rate to a tunnel use analytical modelling, which is mainly 

based on the fundamental fluid flow equations (i.e., Laplace equation, Darcy and Cubic laws). Based 

on these equations, analytical models are developed for fractured, porous, homogeneous, and 

heterogeneous formations, wherein a tunnel with different cross-sections, linings, and grouting is 

excavated. Considering different solving methods for obtaining the inflow rate equation (flow in the 

fractured network instead of porous media) and by application of various boundary conditions, a 

series of analytical equations were developed for calculating the inflow rate [189, 210] with the 

assumption of laminar fluid flow. However, other studies also considered a turbulent fluid flow 

(nonlinear flow) in the development of the analytical models [211, 212]. The weakness of the 

analytical models lies in their possible oversimplification of the reality by focusing on various 

simplifying assumptions; for example, considering that the excavated tunnel is perfectly horizontal 

and drilled within a homogeneous and isotropic aquifer with steady-state flow conditions. 

The inflow rate to a tunnel could also be evaluated using numerical tools. However, contrary to 

empirical and analytical models, numerical modelling is not applied for the development of specific 

equations, allowing the prediction of the inflow rate to a tunnel. Meanwhile, numerical methods are 

mainly used for two-dimensional modelling of inflow rate [190] and sensitivity analysis for measuring 

the impacts of input parameters [213] or lining [181] on the inflow rate by using continuous [164] or 

discontinuous approach [214]. The accuracy of the predicted inflow rate could be highly improved by 

using three-dimensional numerical simulation methods and considering the effective parameters. In 

conjunction with experiment design, numerical simulations could also facilitate a possible definition 

of the interactional effect of parameters on the inflow rate and assign an equation for the inflow rate 

calculation by the input parameters. The objectives of this article are defined on this basis. 

This article proposes a new approach for calculating the inflow rate to a tunnel excavated in a 

fractured rock mass that includes three persistent joint sets. This approach is developed by running 

a series of numerical simulations that are designed by response surface methodology (RSM). The 

RSM is a useful statistical and mathematical method for modelling a process, in which a relationship 

exists between the response and various variables, by designing the number and types of the 

required experiments. First, the effective parameters for the inflow rate are selected on the basis of 
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the literature review; these parameters include aperture, spacing and orientation of joint sets, water 

head above tunnel, and tunnel radius. Notably, the angle between the normal to a joint set and the 

tunnel direction has been considered in this article instead of the orientation of joint set; thus, instead 

of two parameters (dip & dip direction), a single angle parameter is considered in the simulations. 

Second, by defining the variation range of each parameter according to the existing classifications 

(ISRM classification, RMR table), the type and number of the required numerical simulations for 

defining the relationship between inflow rate and effective parameters are specified by Design-Expert 

software. Consequently, an equation showing the relationship between the inflow rate and the 

effective parameters is defined and compared with the results of a previously developed analytical 

model. This equation might be long and complicated to use. Thus, another equation is introduced for 

the relationship between the inflow rate and the mean value of each parameter. Notably, no similar 

investigation has been reported thus far for predicting the inflow rate using the results of 3D numerical 

simulation. In addition, the individual effect of each parameter and the interaction between them on 

the inflow rate to the tunnel are investigated by using the RSM. From a practical viewpoint, the 

proposed equations could be helpful for the geological engineers to estimate the inflow rate by 

identifying the effective parameters through fracture surveying. In addition, a reasonable estimation 

of the inflow rate before excavation is possible and will help plan preventive measures against the 

potentially destructive effects of unexpected high inflow rate to the tunnel. Therefore, the inflow rate 

could be estimated using the defined equation by determining the orientation, spacing, and aperture 

of the joint sets, as well as the depth and radius of the tunnel. 

5.4 METHODOLOGY  

5.4.1 Selection of the effective parameters controlling the inflow rate to a tunnel 

Water possibly flows into the tunnel when excavated in a fractured rock mass at a depth below 

the water table. The inflow to the tunnel occurs either via the body of the rock (matrix) or through the 

fractures or both. Tunnels are dug in a wide range of rock mass types from soft to hard rock. The 

permeability of intact rock is negligible in most cases, especially in crystalline rocks [215]. The 

impermeability of the rock matrix is assumed in this article; hence, fluid flows only through the 

fractures with laminar flow mode. With these explanations, the geometrical characteristics of the 
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discontinuities play an important role in controlling the hydraulic behaviour of the rock mass. The 

Cubic law [64] indicates that the fracture aperture has a significant effect on the inflow that occurs 

through the area between the fracture planes. Furthermore, a series of publications have been 

dedicated to studying the effect of joint spacing on the flow rate [216], and the inflow rate to the tunnel 

generally decreases by increasing the joint spacing. The orientation of joint sets and its effect on the 

inflow rate and the rock mass permeability is frequently considered in the studies [59, 197]. In the 

case of a tunnel or a borehole, the previous studies mostly focused on the two-dimensional evaluation 

of the impact of fracture orientation on the inflow rate [22, 23] and finally reminded that further 

investigations are essential to define the impact of joint orientation on the inflow rate in real cases 

(three-dimensional cases). In addition to the above-mentioned parameters, the height of water head 

above the tunnel is an effective parameter for the inflow rate to the tunnel using either empirical [217], 

analytical [189], or numerical methods [192]. The depth of the tunnel also has a dual impact on the 

inflow rate. On the one hand, the overburden load increases, and the stress induced by depth closes 

the fractures and decreases the permeability due to the increasing tunnel depth [172, 218]. On the 

other hand, the pressure head on the tunnel increases by raising the depth; consequently, the inflow 

rate to the tunnel increases [180]. 

In addition to the parameters listed above, a series of other parameters show a secondary 

impact on the inflow rate. For example, the effect of joint roughness coefficient (JRC) on the inflow 

rate to the tunnel could be considered via the hydraulic aperture [219] because hydraulic aperture 

decreases by increasing JRC. In addition, the impact of the tunnel depth could be represented by the 

in-depth mechanical aperture at the tunnel wall because the mechanical aperture decreases by 

increasing the tunnel depth [172]. The stress and its effect on the inflow rate could be considered via 

the variation of the joint aperture by the varying load.  

The effects of hydraulic aperture, spacing, angle between joint sets and tunnel direction, water 

head above the tunnel, and tunnel radius on the inflow rate to the tunnel are considered in this article. 

The angle between the normal to a joint set and the tunnel direction has been considered instead of 

the dip and the dip direction of joint set to reduce the number of parameters and simplify the design 

of experiments. Such a consideration is a reasonable and effective assumption because the trace of 
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the discontinuities at the tunnel wall is the only way for fluid to enter the tunnel. By contrast, the trace 

length is directly related to the angle between the tunnel and normal to the joint set; consequently, 

this angle is considered to be a valid substitute to the dip/dip direction of joint sets. In addition, the 

rock mass is assumed to include three persistent joint sets with fixed values of dip, dip direction, and 

spacing and aperture for each set; a circular tunnel is always excavated in the S-N direction to simplify 

the model. All calculations of the inflow rate are performed in steady-state conditions in the presence 

of a fixed water table level. In addition, the specific length of the tunnel (STL) is considered in this 

study as the representative length of the tunnel to ascertain the representativeness of the model 

dimensions [220]. Therefore, the type and number of the required numerical experiments are defined 

in Section 5.4.3.  

5.4.2 Selection of the level of parameters 

As mentioned in Section 5.3, the main scope of this article is to propose an equation 

representing the relationship between the inflow rate to the tunnel and the effective parameters 

described in Section 5.4.1. Considering the effects of interaction between parameters, the 

experiments are designed using the response surface methodology (RSM) to achieve this goal. RSM 

is a method that uses statistical quantitative data from experiments to perform the regression model 

equations. It is a series of mathematical and statistical methods for modelling and analysing the 

influence of several variables on the response of the model. The randomized optimal RSM is 

considered in this study, that is a flexible design structure to accommodate custom models when the 

levels of parameters are defined manually.  

The variation range of each parameter must be specified by defining levels that represent 

expected real values of the parameter to use the RSM methodology, adequately. Parameters in the 

experiment are controlled and set to levels prescribed by the design. These levels could be either 

defined by the RSM method or selected on the basis of existing categorizations. The levels of effective 

parameters are selected on the basis of the classifications defined by the previous studies as listed 

in Table 5-1. 
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Table 5-1. The range of variation of the effective parameters on the inflow rate to the tunnel 

  Levels Referenc
e   1 2 3 4 5 6 7 

Spacing (m) 
Extremel
y close 
(<0.02) 

Very 
close 
(0.02-
0.06) 

Close 
(0.06-
0.2) 

Moderat
e (0.2-

0.6) 

Wide 
(0.6-2) 

Very 
wide 

(2.0-6.0) 

Extremel
y wide 
(>6.0) 

[221] 

Hydraulic 
aperture (m) 

Very 
tight 

(<0.0001
) 

Tight 
(0.0001-
0.001) 

Open 
(0.001-
0.005) 

Very 
open 

(>0.005) 

   [222] 

Angle between 
normal to joint 
set and tunnel 
(degree) 

0-20 20-45 45-90     [223] 

Water head 
above tunnel 
(m) 

10 40 100     … 

Tunnel radius 
(m) 

1 2 4     … 

5.4.3 Design of the experiments 

Table 5-1 shows that the spacing is classified by the ISRM [221] in seven levels based on the 

distribution of spacing obtained from real field data. However, the first three levels of spacing are 

sufficiently small to be considered as a crushed rock mass. In addition, a rock mass with fracture 

spacing higher than 6 m is uncommon [221]. Consequently, levels 4 to 6 are considered to be the 

levels of spacing for designing the experiments. Levels 1 to 3 are selected for the values of hydraulic 

aperture. Finally, the selected levels of the parameters for designing the experiments are presented 

in Table 5-2. 

Table 5-2. The selected levels of parameters for designing the experiments that are required for 

calculation of the inflow rate to the tunnel 

  Levels 
  1 2 3 

Spacing (m) 0.4 1 4 

Hydraulic aperture (m) 5.00E-05 5.00E-04 2.00E-03 

Angle between normal 
to joint set and tunnel 

(degree) 
10 30 70 

Water head (m) 10 40 100 

Tunnel radius (m) 1 2 4 

The statistical software package Design-Expert (Stat-Ease, Inc., Minneapolis, USA) is used to 

design the experiments and define the number and types of required numerical simulation based on 

considered levels of parameters according to Table 5-2. On this basis, the Design-Expert software 

defined that 88 numerical simulations are required for performing the regression analysis and 
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obtaining experimental data to fit the developed equations and plot the response surface, as listed in 

Table 5-3. ANOVA is used to estimate the statistical parameters. Analysis of Variance (ANOVA) is a 

statistical formula used to compare variances across the means (or average) of different groups. 

Table 5-3. Number and arrangement of the numerical experiments that are defined by Design-

Expert software in order to evaluate the inflow rate as a function of spacing, orientation, aperture, 

water head and tunnel radius. As the original table has 88 rows and for summarizing its content, 

rows 6 to 87 are not showed in this table. 

 Spacing (m) 

Angle between 

tunnel and 

normal to joint set 

(o) 

Hydraulic aperture (m) 

Water 

head 

above 

tunnel (m) 

Tunnel 

radius (m) 

J1 J2 J3 J1 J2 J3 J1 J2 J3 

1 1 1 0.4 10 30 30 0.002 0.00005 0.002 40 4 

2 4 0.4 4 10 30 10 0.002 0.002 0.0005 10 1 

3 4 4 4 10 70 70 0.0005 0.002 0.0005 10 4 

4 1 4 4 10 10 10 0.00005 0.002 0.002 10 4 

5 1 4 4 70 30 30 0.0005 0.00005 0.002 40 2 

… … … … … … … … … … … … 

88 88 0.4 0.4 30 70 10 0.00005 0.002 0.00005 10 1 

It should be noted that Table 5-3 shows only selected results of the experiments. However, the 

complete version of this table showing the results of all the 88 experiments is given as Table A1 of 

appendix. 

5.4.4 Model creation and numerical simulation 

The Itasca 3DEC version 7.00 software is used to simulate and calculate numerically the inflow 

rate to the tunnel excavated in a fractured rock mass. 3DEC is a three-dimensional command-driven 

numerical program based on the distinct element method for discrete fracture network modelling. This 

software is mostly used to evaluate the response of the fracture network to the static or dynamic loads 

and perform hydromechanical coupling simulations under laminar flow mode. Simplifying 

assumptions is considered in this study because the real geometry of a rock mass is generally 

complex for modelling. In addition to several individual or random joints, a rock mass includes one to 

three prominent joint sets and one or more minor sets in most cases [224]. This study assumed that 

the rock mass includes three joint sets with various values of dip, dip direction, spacing, and aperture, 

but each set has a fixed value of these parameters. The length of the tunnel is defined by a recently 
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developed analytical method, namely the specific tunnel length (STL). This method, which is adapted 

to a three-dimensional model, has been proven to yield reliable results for 3D numerical simulation 

of inflow rate to the tunnel excavated in a fractured rock mass [220].  

Fig 5-1 illustrates the results of the numerical modelling and boundary conditions for the 

determination of the inflow rate to a tunnel by 3DEC software. A fixed water table level is applied at 

the top of the model, and the pore pressure at the sides of the model parallel to the y-z plane is fixed 

to its initial values during the numerical calculations, as illustrated in Fig 5-1a. In addition, the pore 

pressure at the tunnel wall is zero. Fig 5-1b indicates that the inflow rate decreases because water is 

flowing from the model boundaries toward the tunnel wall. Consequently, the area that is close to the 

wall of the tunnel is considered for the calculation of the inflow rate to the tunnel. The spatial 

discretization of the numerical model must be refined; hydraulic gradients are high when water gets 

close to the tunnel. This refinement allows effective convergence of the simulations and improved 

accuracy of the results, as demonstrated in Fig 5-1. 

 
Fig 5-1. Boundary conditions and calculation methods applied in numerical simulations. (a) pore 

pressure around the tunnel in a flow plane and applied boundary conditions, (b) discharge rate in 

flow planes (c) flow plane zones selected for calculation of the inflow rate to the tunnel 

In Fig 5-1, the Flow Plane is the planar polygon corresponding to face-to-face contact between 

solid blocks, the Flow Plane Zone is a triangular discretization element of the flow plane, and the 

Flowknot is the vertices of a flow plane zone that generally correspond to a sub-contact between solid 
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blocks [225]. In this study, the inflow rate to the tunnel is calculated when the model reaches steady-

state conditions. In order to ensure that steady-state conditions are reached, the variation of the pore 

pressure with cycling steps is recorded around the tunnel circumference. As soon as the pore 

pressure at all nodes do not vary with time anymore, then it means that the simulation has reached 

steady-state conditions. Finally, the inflow rate calculations in this study has been performed by using 

a FISH function that is available in the 3DEC command lines.  

5.5 RESULTS AND DISCUSSION 

The relationship between the unit inflow rate to the tunnel and the effective parameters based 

on the numerical simulation results for the cases listed in Table 5-3 is presented in Section 5.5.1. In 

addition, the individual and interaction effects of parameters on the unit inflow rate are presented in 

Sections 5.5.2 and 5.5.3, respectively. Furthermore, the mean values of the parameters of Table 5-3 

are considered to provide a simple equation for calculating the unit inflow rate to the tunnel and show 

a perceptible individual and interactional effect of parameters on the inflow rate. Notably, the average 

flow into the tunnel for each square meter of the tunnel wall is considered in this article as the unit 

inflow rate to minimize the impact of the tunnel radius on the inflow rate. However, the STL, which is 

a measure of inflow rate per meter of tunnel length, is used in this article to specify the minimum 

representative length of the tunnel. 

5.5.1 Inflow rate 

As listed in Table 5-3, 88 numerical simulations using the 3DEC version 7 software are 

performed, and a sample of the results is given in Table 5-4. However, the complete table is provided 

in the supplementary material. Notably, the inflow rate is measured as the flow rate that occurs in a 

unit area of the tunnel wall or unit inflow rate; hence, its unit is ((m3/s)/m2) or (m/s) in this study. 

Table 5-4. Results of the numerical simulation for calculation of the inflow rate for the cases of 

Table 5-3 

Run 1 2 3 4 5 … 88 

Unit Inflow 

rate 

((m3/s)/m2) 

2.24585 0.518672 0.099508 0.155529 0.188979 … 0.405854 
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In the next section, the relationships between unit inflow rate and the effective parameters as 

well as the mean values of parameters are studied by using the Design-Expert software. 

5.5.1.1 Regression model equation 

The optimal design was used to develop the correlation between the inflow rate to the tunnel 

and the effective parameters, including aperture, spacing, orientation, tunnel radius, and water head 

above the tunnel. The model was selected on the basis of the highest-order polynomial regression; 

in the model, the additional terms were significant, and the model was not aliased. A quadratic model 

is selected for the inflow rate based on the sequential model sum of squares, as proposed by the 

software. The regression analysis is conducted to fit the inflow rate to the tunnel as the response 

function of aperture, spacing and orientation of joint sets, tunnel radius and water head above the 

tunnel. The model expressed by Eq.(5-1), where the variables take their coded values, represents 

the decimal logarithm of the unit inflow rate as a function of: 1 - spacing of joint set 1 (A), joint set 2 

(B), and joint set 3 (C); 2 - the angle between the tunnel and normal to joint set 1 (D), normal to joint 

set 2 (E), and normal to joint set 3 (F); 3 - the hydraulic aperture of joint set 1 (G), joint set 2 (H), and 

joint set 3 (I); 4 - the water head above the tunnel (J); 5 - the tunnel radius (K). The final empirical 

equation considering coded factors after excluding the insignificant parameters for unit inflow rate to 

the tunnel is given as follows: 

Log 10 (Unit inflow rate) = -3.51083 -1.08328 (A) -0.090386 (B) + 0.0762999 
(C) -0.0083711 (D) -0.00130131 (E) + 0.017995 (F) + 2712.76 (G) + 
1719.03 (H) + 2008.14 (I) + 0.00259443 (J) -0.182086 (K) + 0.0222344 
(AB) -0.0557452 (AC) -0.00173015 (AF) + 72.5935 (AI) + 0.0190945 (BC) -
0.00131037 (BD) -61.2519 (BH) + 0.00104241 (CD) -0.00215562 (CF) -
86.9808 (CI) -0.000133722 (DF) + 2.41614 (DG) -4.16163 (DH) + 2.46503 
(EH) -3.93298 (EI) + 4.27762e-05 (EJ) -3.7148 (FG) -429057 (GH) -452172 
(GI) -371223 (HI) -75.9181 (HK) + 4.16784 (IJ) + 0.219485 (A2) + 
0.000272018 (D2) -559064 (G2) -287575 (I2) + 0.0522276 (K2) 

(5-1) 

A positive sign in front of the terms indicates a synergistic impact on the inflow rate, whereas a 

negative sign indicates an antagonistic effect. The coefficients of the parameters of Eq.(5-1) are 

estimated using the multiple regression analysis techniques included in the RSM. Fit quality of the 

models is judged from their coefficients of correlation and determination, as respectively illustrated in 

Table 5-6 and Table 5-7. 
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The regression model of Eq.(5-1) is compared with a recently developed analytical model [189] 

for the inflow rate, in order to verify the equation. For this purpose, the root means square error 

(RMSE) of the results is calculated and shows that there is a satisfying match between the analytical 

model and Eq.(5-1). Table 5-5 shows the analytical and numerical (Eq.(5-1)) results for the inflow rate 

to the tunnel and the associated errors and RMSE. However, the complete list of square errors and 

analytical model results are presented in supplementary material A of this document. 

Table 5-5. Comparison of the results of Eq.(5-1) and an analytical model for calculation of the inflow 

rate to the tunnel 

Run 

No. 
Eq.(5-1) Analytical model [189] 

Squares 

of errors 

1 2.241 2.411 0.027275 

2 0.519 0.451 0.004716 

3 0.099 0.091 7.24E-05 

4 0.156 0.083 0.005332 

5 0.189 0.089 0.009967 

… … … … 

88 0.406 0.428 0.000491 

  RMSE 0.966 

The coefficients of parameters in Eq.(5-1) could be considered to evaluate the effect of each 

parameter on the unit inflow rate to the tunnel. Three coefficients for spacing, orientation, and 

hydraulic aperture are used in this equation (because 3 joint sets exist), and one coefficient is used 

for the water head above the tunnel and tunnel radius. The overall sign of the coefficients regarding 

the spacing is negative; hence, the spacing has a negative effect on the inflow rate. The effect of the 

angle between the tunnel and the normal to joint sets on the inflow rate is shown by D, E, and F in 

Eq.(5-1), and the overall coefficient of this parameter has a positive sign. Therefore, the inflow rate 

to the tunnel increases by raising the angle (deviation from the perpendicular cross of the tunnel and 

joint set). The hydraulic aperture always has a positive effect on the inflow rate because the 

coefficients G, H, and I always have positive values. An increase in the water head results in an 

increase in the inflow rate. However, an increase in tunnel radius will imply a decrease in the unit 

inflow rate to the tunnel because the coefficient of K is negative in Eq.(5-1). This effect is logical 

because a slight decrease occurs in the water head above the tunnel wall as the tunnel radius 

increases, and the inflow rate subsequently decreases. Despite the above-mentioned effects of 

parameters on the unit inflow rate to the tunnel, Eq.(5-1) indicates that the effect of interaction 
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between parameters is as important as the individual effect of parameters. Hence, the impact of a 

specific parameter should be considered by individual and interaction effects of parameters. This 

issue is further discussed in Section 5.5.3. 

Eq.(5-1) also demonstrates the weight factor of each parameter on the inflow rate to the tunnel. 

On this basis, the hydraulic aperture is the weightiest parameter because its variation will intensely 

affect the inflow rate to the tunnel. With a weight factor far less than the hydraulic aperture, the 

variation of the spacing affects the inflow rate at the second level of importance. The angle between 

the tunnel and normal to joint sets, water head above the tunnel, and tunnel radius have remarkably 

significant weight factors on the inflow rate. However, a definite conclusion on the weight of 

parameters on the inflow rate could be made by considering the individual effects and their 

interactions, and these results are presented in Sections 5.5.2 and 5.5.3. 

Eq.(5-1) is a complicated approach for the calculation of the inflow rate. Thus, the historical 

data design is used to develop a simple equation for the relation between the mean value of the 

parameters and the inflow rate. A quadratic model is applied to the data presented in Table A3. The 

regression analysis for the model is illustrated by Eq.(5-2), where the variables take their coded 

values and represent the decimal logarithm of the unit inflow rate as a function of average spacing 

(A), average angle between the tunnel and normal to joint set (B), average hydraulic aperture of joint 

sets (C), water head above the tunnel (D), and the tunnel radius (E). The final empirical equation 

considering coded factors after excluding the insignificant parameters for unit inflow rate to the tunnel 

is as follows: 

Log 10 (Unit inflow rate) = -2.71924 - 0.372363 (A) + 0.007064 (B) + 
4728.60779 (C) + 0.002522 (D) - 0.372733 (E) + 5.81715 (CD) - 
0.00147609 (DE) - 1.68318×106 C2 + 0.079285E2 

(5-2) 

Eq.(5-2) validates the relative influences of the weight factors of the parameters on the inflow 

rate. This issue is further discussed in section 5.5.3. 
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5.5.1.2 Statistical analysis 

The reliability of the models of Eq.(5-1) and Eq.(5-2) is assessed on the basis of the correlation 

coefficient values. Table 5-6 shows that the value of the coefficient of determination (R2) for Eq.(5-1) 

is 0.9885. Thus, 98.85% of the total variation in the inflow rate to the tunnel is attributed to the 

considered experimental variables. The standard deviation for the model is 0.1707 for Eq.(5-1). A 

close value of the R2 to unity and a low standard deviation facilitates precise prediction by the model, 

in which the values are close to the actual values of the response (inflow rate). 

Table 5-6. Fit statistics of Eq.(5-1). The Predicted R² of 0.9618 is in reasonable agreement with the 

Adjusted R² of 0.9796; i.e. the difference is less than 0.2. Adeq Precision measures the signal to 

noise ratio and is desirable if it is greater than 4. The ratio of 53.498 indicates an adequate signal. 

This model can be used to navigate the design space. 

Std. Dev. 0.1707 R² 0.9885 

Mean -0.4938 Adjusted R² 0.9796 

C.V. % 34.56 Predicted R² 0.9618 

  Adeq Precision 53.4983 

The analysis of variances (ANOVA) is used to justify the adequacy of the model. Table 5-7 

gives the ANOVA results for the reduced quadratic model for the inflow rate to the tunnel according 

to Eq.(5-1). The F-value of 111.10 implies that the model is significant. In this model, all values of 

spacings (A, B, and C), angles between joint set 1 and tunnel direction (D), all the values of hydraulic 

apertures (G, H, and J), and water head above the tunnel (K) are significant model terms. The 

obtained statistical results demonstrate that the proposed model of Eq.(5-1) is adequate to predict 

the inflow rate to the tunnel with the considered variables. 

Table 5-7. ANOVA for Reduced Quadratic model of Unit Inflow rate to the tunnel based on Eq.(5-1) 

Source Sum of Squares df Mean Square F-value P-value 
 

Model 122.97 38 3.24 111.10 < 0.0001 significant 

A-Spacing 1 4.92 1 4.92 168.86 < 0.0001 
 

B-Spacing 2 2.36 1 2.36 80.91 < 0.0001 
 

C-Spacing 3 3.21 1 3.21 110.22 < 0.0001 
 

D-Angle 1 1.48 1 1.48 50.78 < 0.0001 
 

E-Angle 2 0.0106 1 0.0106 0.3627 0.5498 
 

F-Angle 3 0.0040 1 0.0040 0.1365 0.7134 
 

G-App 1 15.27 1 15.27 524.16 < 0.0001 
 

H-App 2 12.66 1 12.66 434.78 < 0.0001 
 

J-App 3 16.23 1 16.23 557.15 < 0.0001 
 

K-hw 6.93 1 6.93 237.94 < 0.0001 
 

L-Tr 0.0002 1 0.0002 0.0058 0.9395 
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AB 0.2301 1 0.2301 7.90 0.0071 
 

AC 1.33 1 1.33 45.65 < 0.0001 
 

AF 0.3330 1 0.3330 11.43 0.0014 
 

AJ 0.6965 1 0.6965 23.91 < 0.0001 
 

BC 0.1685 1 0.1685 5.78 0.0200 
 

BD 0.1862 1 0.1862 6.39 0.0147 
 

BH 0.4682 1 0.4682 16.07 0.0002 
 

CD 0.1498 1 0.1498 5.14 0.0278 
 

CF 0.6164 1 0.6164 21.16 < 0.0001 
 

CJ 1.04 1 1.04 35.83 < 0.0001 
 

DF 0.5360 1 0.5360 18.40 < 0.0001 
 

DG 0.2012 1 0.2012 6.91 0.0114 
 

DH 0.6281 1 0.6281 21.56 < 0.0001 
 

EH 0.2043 1 0.2043 7.01 0.0108 
 

EJ 0.5261 1 0.5261 18.06 < 0.0001 
 

EK 0.1128 1 0.1128 3.87 0.0548 
 

FG 0.4868 1 0.4868 16.71 0.0002 
 

GH 6.51 1 6.51 223.36 < 0.0001 
 

GJ 8.00 1 8.00 274.49 < 0.0001 
 

HJ 4.62 1 4.62 158.70 < 0.0001 
 

HL 0.4648 1 0.4648 15.96 0.0002 
 

JK 1.38 1 1.38 47.47 < 0.0001 
 

A² 1.88 1 1.88 64.62 < 0.0001 
 

D² 0.5904 1 0.5904 20.27 < 0.0001 
 

G² 1.53 1 1.53 52.64 < 0.0001 
 

J² 0.4675 1 0.4675 16.05 0.0002 
 

L² 0.1311 1 0.1311 4.50 0.0390 
 

Residual 1.43 49 0.0291 
   

Lack of Fit 1.25 44 0.0284 0.8058 0.6936 Not significant 

Pure Error 0.1764 5 0.0353 
   

Cor Total 124.40 87 
    

In addition, Table 5-8 shows that the R2 value for Eq.(5-2) is 0.902. that is, 90.2% of the total 

variation in the inflow rate to the tunnel is attributed to the considered experimental variables: i.e., the 

mean values of the aperture, spacing and the angle between normal to joint sets and tunnel direction, 

and the exact values of tunnel radius and water head above the tunnel. Notably, the standard 

deviation for the model of Eq.(5-2) is approximately 0.376. 

Table 5-8. Fit statistics of the Eq.(5-2). The Predicted R² is in reasonable agreement with the 

Adjusted R². In addition, Adeq precision is in desirable range and hence, model could be used for 

design. 

Std. Dev. 0.3760 R² 0.9021 

Mean -0.4781 Adjusted R² 0.8922 

C.V. % 78.65 Predicted R² 0.8741   
Adeq Precision 42.7308 
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Table 5-9 gives the ANOVA results for the reduced quadratic model for the inflow rate to the 

tunnel according to Eq.(5-2). The F-value of 91.02 shows that the model is significant. In this model, 

the values of the average spacing (A), average hydraulic aperture (C), and the water head above the 

tunnel (D) are significant model terms. In addition, the proposed model is sufficiently accurate to 

predict the inflow rate to the tunnel with the studied variables. 

Table 5-9. ANOVA for Reduced Quadratic model of Unit Inflow rate to the tunnel based on Eq.(5-2) 

Source Sum of Squares df Mean Square F-value P-value 
 

Model 102.94 8 12.87 91.02 < 0.0001 significant 

A-Spacing 10.21 1 10.21 72.23 < 0.0001 
 

B-Angle 1.02 1 1.02 7.23 0.0087 
 

C-Aperture 49.08 1 49.08 347.18 < 0.0001 
 

D-Water head 9.41 1 9.41 66.54 < 0.0001 
 

E-Tunnel radius 0.0773 1 0.0773 0.5469 0.4618 
 

CD 1.13 1 1.13 7.98 0.0060 
 

C² 17.76 1 17.76 125.61 < 0.0001 
 

E² 0.4048 1 0.4048 2.86 0.0946 
 

Residual 11.17 79 0.1414 
   

Lack of Fit 10.99 74 0.1485 4.21 0.0553 Not significant 

Pure Error 0.1764 5 0.0353 
   

Cor Total 114.11 87 
    

5.5.2 Individual effects of parameters 

In all phenomena in which the output is attributed to several effective parameters, in addition 

to the individual effect of each parameter on the response of the model, the interaction between the 

parameters may also have a significant impact on the model output. Therefore, the individual effects 

are demonstrated in this section, and the interaction effects are presented in Section 5.5.3. 

Joint set hydraulic aperture, spacing, orientation, water head above the tunnel, and tunnel 

radius are the parameters considered for defining the inflow rate to the tunnel. Considering the 

characteristics of any one of the joint sets alone might be misleading in the sensitivity analysis 

because the rock mass is assumed to contain three joint sets. Consequently, the average value of 

the parameters is considered for this purpose; for example, a single average spacing value for all 

three joint sets combined. 

Fig 5-2 illustrates the variation of the unit inflow rate to the tunnel by the mean values of the 

parameters obtained from numerical and analytical models. Increasing the hydraulic aperture results 
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in a rapid increase in the unit inflow rate (Fig. 2a) due to the remarkably high slope of the diagram. 

The effect of spacing is opposite to that of the aperture (Fig. 2b) because the inflow rate decreases 

by increasing the average spacing. However, the rate of variation of the inflow rate by spacing is 

substantially lower than that by the aperture. Fig 5-2c shows that the radius of the tunnel has a limited 

impact on the inflow rate; the variation of inflow rate is almost negligible by changing the radius of the 

tunnel from 1 m to 4 m. Fig 5-2d shows that the unit inflow rate increases by raising the average angle 

between the tunnel and normal to joint sets. The rate of variation of the unit inflow rate with the angle 

value is uniform but higher than the variation with tunnel radius (Fig 5-2c) and lower than the effect 

of aperture (Fig 5-2a). The inflow rate also increases by raising the water head, as illustrated in Fig 

5-2e. 

 

Fig 5-2. Individual effect of the parameters on the unit inflow rate to the tunnel for (a)hydraulic 

aperture, (b)Spacing, (c)Tunnel radius, (d)the angle between normal to joint set and tunnel and 

(e)water head above the tunnel; the green line shows the relevant inflow rate by analytical 
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method[189]. As it is written in images in red, all parameters have interaction effects on the unit 

inflow rate to the tunnel 

The impact of each parameter on the unit inflow rate is illustrated in Fig 5-2. However, all 

parameters are involved in the interaction with the other parameters regarding the effect on unit inflow 

rate. This effect is investigated and discussed in Section 5.5.3. 

5.5.3 Effect of interaction between parameters 

Fig 5-2 illustrates all the parameters involved in interaction effects. Therefore, the effect of every 

parameter considered is compounded by the effects of interactions between parameters. Some of 

these effects are presented in this section, and the rest can be found in the supplementary material. 

Fig 5-3 shows the effect of the interaction between water head above the tunnel, and the angle 

between the tunnel and normal to joint set on the inflow rate. Increasing the water head raises the 

inflow rate for all angle values. However, the effect of this increase is substantial at large angles. 

Similar behavior is shown with an increasing angle. Thus, the maximum inflow rate is obtained when 

the cross-section of the tunnel and joint sets deviates from the perpendicular contact. 
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Fig 5-3. The effect on the inflow rate to the tunnel of the interaction between the water head above 

the tunnel, and the angle between tunnel and the normal to joint set  

The effect of interaction between tunnel radius and water head on the inflow rate is illustrated 

in Fig 5-4. The inflow rate generally increases by raising the water head above the tunnel. A high unit 

inflow rate in a large tunnel radius is observed as expected, but this impact is limited. The minimal 

inflow rate is observed with the lowest water head and the small tunnel radius. 
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Fig 5-4. The effect of interaction between water head above the tunnel and tunnel radius on the unit 

inflow rate 

Similar to that in Fig 5-3 and Fig 5-4, the impacts of interactions between the other parameters 

have been investigated. Therefore, the interactions between each pair of parameters are summarized 

below. 

 Hydraulic aperture/angle between the tunnel and normal to joint set: the effect of 

aperture on the inflow rate is more important by deviating from the perpendicular cross 

of joint set and tunnel. In addition, the orientation of the joint set is effective on the 

inflow rate at wide apertures. 

 Tunnel radius/angle between the tunnel and normal to joint set: the effect of tunnel 

radius on the inflow rate is less in the nearly perpendicular crossing of joint set and 

tunnel. 

 Spacing/angle between the tunnel and normal to joint set: the angle has a negligible 

effect on the inflow rate at large spacings. By contrast, the impact of spacing on the 

inflow rate increases by deviating from the perpendicular cross of joint set and tunnel. 

 Aperture/tunnel radius: the effect of tunnel radius on the inflow rate is insignificant in 

close apertures. The impact of aperture on inflow rate is also significant in large tunnel 

radiuses. 
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 Aperture/water head above tunnel: the effect of aperture on the inflow rate is less in 

low water heads. In addition, the impact of the water head on the inflow rate is negligible 

in the close apertures. 

 Spacing/aperture: the effect of aperture and spacing on the inflow rate is negligible in 

wide spacings and close apertures, respectively. 

 Spacing/tunnel radius: the effect of tunnel radius on inflow rate is insignificant in wide 

spacings. However, the effect of spacing on the inflow rate is sensible in a large radius 

of the tunnel. 

 Spacing/water head: the effect of water head and spacing on the inflow rate is 

negligible in wide spacings and low water head, respectively. 

5.6 DISCUSSION AND CONCLUSION 

The unit inflow rate to a tunnel excavated in a fractured rock mass is investigated in this article. 

The rock mass is assumed to contain three persistent joint sets with various orientations, spacings, 

and hydraulic apertures. However, the values of each parameter are fixed in each joint set. In addition, 

the tunnel is assumed to be excavated in the S-N direction and has a circular cross-section. Some 

conclusions can be summarized below based on the analysis of numerical simulation results with 

RSM. 

Two empirical–numerical equations are developed for the calculation of unit inflow rate to the 

tunnel, that is, the inflow rate per unit area of the tunnel wall. The first equation (Eq.(5-1)) is developed 

by separately considering the characteristics of each joint set. By contrast, the second equation 

(Eq.(5-2)) considers the mean values of the spacing, aperture, and orientation. The coefficient of 

determination (R2) of Eq.(5-1) shows its superior accuracy to Eq.(5-2); however, Eq.(5-2) is easy to 

apply due to its simplicity. Both equations are useful for estimating the probable inflow rate to a tunnel 

by determining the geometry of the discontinuities around the tunnel and the groundwater level. 

These equations may be preferred by practitioners in the engineering geology field due to their easy 

application and minimal time and cost investments. The output of this study may be helpful for 

geological engineers working on the tunnel and underground projects in solving inflow rate problems. 
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In most of the interactional effects between parameters, the radius of the tunnel has a negligible 

impact on the value of the unit inflow rate to the tunnel. The unit inflow rate considered in this article 

is the inflow rate per surface area of the tunnel wall. Thus, the tunnel radius will have a substantial 

effect on the unit inflow rate when the unit inflow rate from the length of the tunnel is considered. 

Based on the individual and interactional effect of parameters on the inflow rate, the lowest unit 

inflow rate to the tunnel occurs in perpendicular crossing of joint sets to the tunnel, and by deviation 

from perpendicular crossing, the inflow rate increases accordingly. However, this rate is highly 

affected by the value of spacing and hydraulic aperture. 

Among all parameters considered in this study, aperture, spacing, and orientation have the 

most important impacts on the unit inflow rate to the tunnel. However, the impact of the hydraulic 

aperture is not comparable with other parameters because a minor variation of the aperture will 

strongly affect the inflow rate according to Cubic law. As a general rule, the effect of a specific 

parameter could be intense in different values of other parameters, a point that is regarded in Section 

5.5.3 of this article. 
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6.1 HIGHLIGHTS 

 A new vectoral method for calculating block volume has been developed for a rock 

mass consisting of 3 sets persistent joint sets. 

 Previously developed models produce noticeable errors in calculating block volume. 

 The spacings and orientations of the joint sets are the main influential parameters in 

calculating the volume of the block. 

 The error of previous methods in calculating block volume has been calculated for a 

series of field data.  

6.2 ABSTRACT   

The size of rock block is an important parameter to maintain the stability of underground and 

open structures in a rock mass, especially in determining the risk of erosion in dam spillways. A new 

method based on vector operations is developed and compared with formerly proposed models for 

the calculation of the volume of the block formed by cross-cutting joint sets. The rock mass is 

assumed to include three persistent joint sets with various values of spacing and orientation. The 

volume of the resulting rock blocks is calculated through the multiplication of the block’s edge vector. 

The results of the developed model are validated with the output of the numerical simulations using 

3DEC version 7.0 software. A real database of field data for block volume is compared with the results 

mailto:alireza.shahbazi1@uqac.ca
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of the proposed and previously developed methods. The degree of accuracy for each method is 

determined. 

Keywords: Block volume, Rock mass, Analytical method, Vectoral multiplication 

6.3 INTRODUCTION  

Hydraulic erosion of the flow channels in uncoated spillways is one of the present-day concerns 

of hydropower industries. This phenomenon occurs when the hydraulic power of the water in a 

spillway is greater than the strength of the rock mass, and the rock mass erodes by the dynamic 

displacement of rock blocks. The erodibility of the rock mass directly depends on its mechanical 

properties, most of which are defined by the discontinuity system of the rock mass [224]. The most 

important geomechanical parameters affecting the rock mass strength are the uniaxial compressive 

strength (UCS), the inter-block shear strength (Jr/Ja), block size (Vb), the opening of the joints (Jo), 

and the arrangement of the joints in relation to the flow direction (Js and Edoa). In this regard, the block 

size plays an important role in the stability of underground and surface structures [198, 224, 226]. 

Several methods for calculating the block volume have been proposed [198, 200, 224, 227-230], and 

various equations have been developed (Table 6-1). Nevertheless, calculated block volumes mostly 

deviate from actual field values. For example, based on data from discontinuity survey from 11 

limestone quarries in Karaburn Peninsula (Izmir in Turkey), Elci and Turk [229] calculated the block 

volume (Vb) using the average spacing of the discontinuities (Sa), their real spacing (S), and the 

number of volumetric joints (Jv). The calculated Vb values showed significant differences with the real 

values of the block volume. 

Table 6-1: Methods for calculation of the block volume of a fractured rock mass 

Reference Equation Parameters 
Types of 

measurement 
Method 

[230] 𝑉𝑏 = 𝑅𝑄𝐷 𝐽𝑛⁄  

RQD: Rock 
Quality 
Designator 
Jn: number of joint 
sets 

1D measurement on 
the drill core direction 

B 

[227] 𝑉𝑏 =
𝛽 × 𝐽𝑣

−3

𝑠𝑖𝑛 𝛾1 × 𝑠𝑖𝑛 𝛾2 × 𝑠𝑖𝑛 𝛾3
 

Jv: joint set 
number  
β: block shape 
factor 

3D indirect 
measurement on a 
rock surface 

C 
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[228] 𝑉𝑏 =
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 

Si: average 
spacing of set i 
γi: angle between 
a pair of joint sets 

3D direct 
measurement on a 
rock surface 

D 

[228] 𝑉𝑏 = 𝑆𝑎
3 

Sa: average 
spacing of all joint 
sets (m) 

3D direct 
measurement on a 
rock surface 

E 

[228] 𝑉𝑏 =
𝛽 × 𝑤𝐽𝑑−3

𝑠𝑖𝑛 𝛾1 × 𝑠𝑖𝑛 𝛾2 × 𝑠𝑖𝑛 𝛾3
 

wJd: weighted 
joint density 
β: block shape 
factor 

1D or 2D indirect 
measurement on a 
rock surface or on 
drill core 

F 

[231] 𝑉𝑏 =
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 sin 𝛾2 sin 𝛾3 √𝑃1𝑃2𝑃3
3

 

Si: average 
spacing of set i 
γi: angle between 
pair of joint sets 
Pi: Persistence of 
joint set i 

3D direct 
measurement on 
rock surface   

G 

[232] 𝑉𝑏 = 36 × (𝑆𝑎 2⁄ )
3 

Sa: average 
spacing of all joint 
sets (m) 

3D direct 
measurement on a 
rock surface or 1D in 
drill cores. 

H 

[227] 

[232] 

𝑉𝑏 =
1

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
× (𝑆𝑎 2⁄ )

3 

Sa: average 
spacing of all joint 
sets (m) 

If assumed Jv=2/S 
3D indirect 
measurement on a 
rock surface 

I 

Rock mass classification systems, such as Q-system [230] and excavation index [233], include 

the ratio of (RQD/Jn), which represents the block size. However, the limitation of this quotient in 

estimating block size has been frequently criticized by Bieniawiski [234], Edelbro [235], Grenon and 

Hadjigeorgiou [236], Palmström [198], and Pells [237]. Hence, this quotient is not considered in this 

article. Palmström [198] considered that the 3D determination of block volume helps characterize the 

geomechanical behaviour of a fractured rock mass. On this basis, he proposed a series of equations 

to estimate the volume of the block (Vb) and in this regard, Eq. 6-1 is developed as the first equation, 

as follows: 

𝑉𝑏 = 𝑆𝑎
3 6-1 

where Sa is the average spacing of all joint sets and could be determined by Eq. 6-2, as follows: 

𝑆𝑎 = 
∑ 𝑆𝑖
𝑛
1

𝑛
 6-2 

where Si is the spacing of joint set i, and n is the number of joint sets. This equation is only 

applicable when the average spacing of at least three or more joint sets is known. If the rock mass 

includes three persistent joint sets and the angle between each pair of sets is known, then the 
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following Eq. 6-3, which was developed by Palmström [228], can be used to calculate the block 

volume: 

𝑉𝑏 =
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 × sin𝛾2 × sin𝛾3
 6-3 

where γ1, γ2, and γ3 are the angles between each pair of joint sets. If all joint sets are 

perpendicular to one another, Eq. 6-3 is simplified to Eq. 6-4, as follows: 

𝑉𝑏 = 𝑆1 × 𝑆2 × 𝑆3 
6-4 

Eqs. 6-3 and 6-4 are applicable only if the blocks are formed by the assembly of three joint 

sets. However, in many cases, either the blocks are formed by random joints or some of the 

discontinuity sets do not appear in a rock exposure. Such a phenomenon occurs when a rock mass 

includes less than three joint sets or the joint spacings are large [198]. For such cases, Palmström 

proposed the use of Eqs. 6-5 and 6-6 to empirically calculate the block volume, as follows: 

𝑉𝑏 ≈ 𝑆1 × 5𝑆1 × 5𝑆1 =  25𝑆1
3             if one set is detectable 6-5 

𝑉𝑏 ≈ 𝑆1 × 𝑆2 × 5𝑆1 = 5𝑆1
2 × 𝑆2          if two sets are detectable 6-6 

The volumetric joint count (Jv) is also used for block volume calculation. Jv is the number of 

joints cutting a volume of 1 m3 of rock and can be calculated by using Eq. 6-7 [238], as follows: 

𝐽𝑣 =∑
1

𝑆𝑖

𝑛

1

 6-7 

where Si is the average spacing of set i. To consider the effect of random joints, Palmström 

[227] modified Eq. 6-7 to Eq. 6-8, as follows: 

𝐽𝑉 =
1

𝑠1
+
1

𝑠2
+
1

𝑠3
+⋯+

𝑁𝑟

5(√𝐴)
 6-8 
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where Nr is the number of random joints that exist in a square meter of the surveying area. 

Subsequently, the correlation between the volumetric joint count (Jv) and the block volume (Vb) is 

defined by Eq. 6-9 [195], as follows: 

𝑉𝑏 = 𝛽 × 𝐽𝑣
−3

1

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 6-9 

where β is the shape factor of blocks and represents the ratio of spacings in a rock mass. In 

the case of three joint sets, β could be defined by Eq. 6-10, as follows: 

𝛽 =
(𝛼2 + 𝛼2 × 𝛼3 + 𝛼3)

3

(𝛼2 × 𝛼3)
2

 6-10 

where α2=S2/S1 and α3=S3/S1; S1 are the minimum spacings, whereas S3 is the maximum 

spacing. For blocks with irregular shapes (more than 6 faces), β can be roughly estimated using Eq. 

6-11, as follows: 

𝛽 = 20 + 7𝑎3 𝑎1⁄  6-11 

where a1 and a3 represent the longest and shortest dimensions of the block, respectively. In 

addition, Jv could be measured using other surveying methods, i.e., by borehole or surface scanning 

and by defining the weighted joint density (wJd). wJd is a representative index used to illustrate the 

angle between joint set and survey direction (core log) or plane (outcrop or ground surveying) and 

could be estimated by using Eqs. 6-12 and 6-13, as follows: 

𝑤𝐽𝑑 =
1

√𝐴
∑𝑓𝑖        For surface survey 

6-12 

𝑤𝐽𝑑 =
1

𝐿
∑𝑓𝑖          For core logging 

6-13 

where A is the surface area of the survey, L is the length of the drill core, and fi is the interval 

factor that could be defined by the angle between joint set and core logging direction or the surface 

area of the survey. The value of the wJd is almost equal to the volumetric joint count. According to 

Latham [232], wJd is an extension of Jv and is used because of the feasibility of the measurements, 

even if it is potentially less precise than Jv. 
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The impact of joint persistence on the block volume calculation by Eq. 6-3 was investigated by 

Cai [200]. Persistence is a term used to describe the ratio between the size of the discontinuity and 

rock mass dimension. If li is the accumulated joint length of set 𝑖 in a sampling plan, and L is the 

characteristic length of the rock mass, then the joint persistence of set i (Pi) can be specified by Eq. 

6-14, as follows: 

𝑃𝑖 = {
𝑙�̅�
𝐿
        𝑖𝑓 𝑙𝑖 < 𝐿 

1          𝑖𝑓 𝑙𝑖 ≥ 𝐿
 6-14 

Accordingly, the block volume in the case of non-persistent joints could be calculated by using 

Eq. 6-15, as follows: 

𝑉𝑏 =
𝑆1𝑆2𝑆3

sin 𝛾1 sin 𝛾2 sin 𝛾3 √𝑃1𝑃2𝑃3
3

 6-15 

Given that the direction of core logging regarding the joint set orientation is not often recorded 

in borehole logs, Latham [232] developed an approach to estimate the volume of blocks in this case, 

as shown in the following Eq. 6-16: 

𝑉𝑖 = 36 × (𝑆𝑎 2⁄ )
3 6-16 

where Sa is the average joint spacing measured along the drill core.  

Based on the above-mentioned review of the common methods for block volume calculation, 

and because the different models are already developed for this purpose, the accuracy and 

applicability of each model for block volume calculation should be evaluated via comparison with a 

more reliable method. For this purpose, a new analytical method to calculate block volume is 

developed on the basis of vectoral calculation and is validated by 3D numerical modelling. This 

method is named as method “A” in this article. To calculate the volume of the block, the rock mass is 

assumed to include three persistent joint sets. The volume of the block that is created by the cross of 

the joint sets is determined by the vectoral multiplication of the block’s edge vectors. Generally, the 

block in this case will be a parallelepiped with six faces, and each pair of frontside faces is identical. 

The block volume calculation with method “A” is fully compatible with the results of the numerical 

simulation. Also, the block volume for a series of field data calculated by each method is compared 
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with that calculated by method “A”, and the relevant error is evaluated. The previous methods for 

block volume calculation that have been considered in this article are summarized in Table 6-1. In 

Section 6.4, the method “A” is developed and validated by numerical simulation. In Section 6.5, the 

block volume calculations by all models for a specific series of field data are compared. 

6.4 DEVELOPMENT OF AN ANALYTICAL MODEL FOR CALCULATION OF THE BLOCK 

VOLUME  

Considering the common methods for block volume calculation reviewed in Section 6.3, and 

despite that Eq. 6-3 is widely used for this purpose [195, 198, 200], a noticeable error is found among 

the results of this model and real data. Thus, the block volume for 10 cases of rock mass, including 

three joint sets, has been calculated using Eq. 6-3 and compared with the result of 3DEC software in 

Table 6-2. 

Table 6-2. block volume calculation for a rock mass that includes three joint sets by Eq.6-3 and 

3DEC software 

 Dip/dip direction Spacing Block volume (m3) 

 J1 J2 J3 J1 J2 J3 Eq.6-3 3DEC 

1 20/0  50/120 10/300 2 1 3 26.54 23.39 

2 30/20 10/100 80/300 4 1 0.5 4.14 4.52 

3 10/20 50/200 10/300 1 5 0.5 21.7 23.57 

4 0/0 30/130 20/27 2 2 7 260.13 167.64 

5 39/44 10/130 20/340 1 2 0.5 5.73 3.70 

6 0/10 30/45 40/340 1 2 2 20.70 13.73 

7 60/10 25/60 55/300 0.5 4 1 57.58 77.65 

8 70/20 45/70 40/240 2 3.5 2.5 24.14 25.30 

9 0/10 60/100 70/20 1 3 6 23.28 22.46 

10 55/60 20/95 90/180 2 3 2 20.57 25.47 

Based on Table 6-2, a considerable difference exists between the block volume calculation 

obtained using a previously developed model (Eq. 6-3) and the output of numerical simulation. As a 

result, a new model that can be used to calculate the volume of the block created by three persistent 

joint sets is developed in the following section. Initially, the significant rock mass parameters needed 

for block volume calculation are identified. Then, a vectoral model is developed to calculate the block 

volume in the case of three persistent joint sets. The model is validated by 3D numerical modelling 

using 3DEC software [225]. 
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6.4.1 Selection of the significant parameters for block size calculation 

Rock mass consists of an intact rock and a system of discontinuities. Joint set is a family of 

parallel and evenly spaced planar discontinuities that can be characterized by dip, dip direction, 

spacing, and others. Fig 6-1 shows the most significant parameters of a fractured rock mass. The 

mechanical properties of a rock mass depend largely on the characteristics of the system of 

discontinuities and the strength of the intact rock [198]. 

 

Fig 6-1. The structural characteristics of a rock mass 

Based on Fig 6-1, a rock mass is an assembly of blocks superimposed on top of one another. 

Blocks are formed because of the presence of a system of discontinuities in the rock. Block shape 

and dimensions are defined by geometrical characteristics of joint sets, i.e., number of joint sets, 

spacing, dip, dip direction, and persistence. However, other geometrical properties of the rock mass, 

such as aperture and surface profile, do not affect the block size. An analytical approach is used in 

this article. Hence, an ideal condition of the discontinuities is assumed for the development of the 

model. A series of simplifying assumptions are considered, e.g., all joint sets are fully persistent and 

have fixed values of spacing and orientation. As a result, dip, dip direction, and spacing are assumed 
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to be the only parameters that define block volume. In addition, according to Palmström [195], for a 

rock mass that includes less than three joint sets, the random joints define the block volume. For 

more than three joint sets, the block volume could be determined by considering a rock mass with 

three joint sets instead. Based on this statement and according to Table 6-1, the rock mass is 

assumed to include three joint sets. 

6.4.2 Model development 

Fig 6-2a illustrates the rock mass that is created by cross of three joint sets considering the 

simplifying assumptions described in Section 6.4.1. However, by creating a model, the boundary 

blocks are mostly cut by the boundaries of the model, and only a couple of inner blocks remained 

intact, as shown in Fig 6-2b and c. The outcomes of all previously developed and current models are 

used to calculate the volume of the intact blocks, i.e., the blocks shown in Fig 6-2c. 

 

Fig 6-2. The methodology used for the analytical calculation of the block volume. (a) a model 

comprising three joint sets, (b) the selected block is not cut by the boundaries of the model, (c) all 

the intact blocks are identical in dimension and volume. 

Except for the boundary blocks, the geometries of the all other blocks are identical, as illustrated 

in Fig 6-2c. To develop the model, one of the intact blocks of Fig 6-2c is selected and analysed in Fig 

6-3. 
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Fig 6-3. Block volume calculation models, (a) an intact block that produced by three joint sets. (b) 

normal to joint set (NJ1, NJ2 and NJ3), edge vectors (A, B, and C) and true spacing of joint set 1 (S1) 

as well as the angle between A and S1 (θ1) and the angle between joint set 1 and 2 (γ3) 

According to Fig 6-3a, each couple of parallel sides of the parallelepiped belongs to one joint 

set. On this basis, the edge vectors (A, B, and C) and normal vectors to joint set planes (NJ1, NJ2, and 

NJ3) are presented in Fig 6-3b. The volume of the parallelepiped could be defined by Eq. 6-17, as 

follows: 

𝑉𝑏
𝐴 = |(𝐴 × �⃑⃑�). 𝐶| 6-17 

where Vb
A is the analytically calculated block volume, and A, B, and C are the block’s edge 

vectors. In this equation, the multiplication sign (×) demonstrates the cross product, and the point (.) 

shows the inner product of a pair of vectors. Each vector and an edge vector have a direction and a 

magnitude. The direction of a vector can be specified by a unit vector, and for the case of edge 

vectors, the unit vectors could be defined by Eq. 6-18, as follows: 

𝑢𝐴⃑⃑⃑⃑⃑ =
𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑

|𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑|
 

𝑢𝐵⃑⃑ ⃑⃑ ⃑ =
𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑

|𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑|
 

𝑢𝐶⃑⃑ ⃑⃑⃑ =
𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑

|𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑|
 

6-18 
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where NJ1, NJ2, and NJ3 are the normal vectors to joint set J1, J2, and J3, and uA, uB, and uC are 

the unit vectors of A, B, and C, respectively. According to Fig 6-3, the magnitude of edge vectors 

could be determined by Eq. 6-19, as follows: 

|𝐴| =  
𝑆1

cos𝜃1
 

|�⃑⃑�| =  
𝑆2

cos 𝜃2
 

|𝐶| =  
𝑆3

cos 𝜃3
 

6-19 

where ǀAǀ, ǀBǀ, and ǀCǀ are the magnitudes of each edge vectors; S1, S2, and S3 are the true 

spacing of joint sets 1, 2, and 3, respectively; and Ɵ1, Ɵ2, and Ɵ3 are the angles between normal to 

joint sets and the direction of the edge vectors. These parameters are illustrated in Fig 6-3b. γ (or γ1 

in Fig 6-3b) is the angle considered by the previous studies [195, 198, 200] for the development of 

Eq. 6-3. 

Based on Eq. 6-19, to specify the magnitude of edge vectors, it is essential to determine Ɵ i. 

According to Fig 6-3b, the angle Ɵ could be defined by considering the inner product of normal to 

joint set vectors (NJ) and the unit edge vectors (u) according to Eq. 6-20, as follows: 

𝑢𝐴⃑⃑⃑⃑⃑. 𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ = |𝑢𝐴⃑⃑⃑⃑⃑| × |𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑| × cos 𝜃1 

𝑢𝐵⃑⃑ ⃑⃑ ⃑. 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ = |𝑢𝐵⃑⃑ ⃑⃑ ⃑| × |𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑| × cos𝜃2 

𝑢𝐶⃑⃑ ⃑⃑⃑. 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑ = |𝑢𝐶⃑⃑ ⃑⃑⃑| × |𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑| × cos 𝜃3 

6-20 

Given that uA, uB, and uC and NJ1, NJ2, and NJ3 are unit vectors, their absolute values are equal 

to 1 by combining Eq. 6-18 and Eq. 6-20, as follows: 

cos 𝜃1 = (
𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑

|𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑ |
) . 𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ 6-21 
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cos 𝜃2 = (
𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑

|𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑ |
) . 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ 

cos 𝜃3 = (
𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑

|𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑ |
) . 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑ 

Considering Eq. 6-18, Eq. 6-19, and Eq. 6-21, the vectors A, B, and C could be determined by 

Eq. 6-22, as follows: 

𝐴 =  |𝐴| × 𝑢𝐴⃑⃑⃑⃑⃑ =
𝑆1

(𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑). 𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑
× (𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑) 

�⃑⃑� =  |�⃑⃑�| × 𝑢𝐵⃑⃑ ⃑⃑ ⃑ =
𝑆2

(𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑). 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑
× (𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑)   

𝐶 = |𝐶| × 𝑢𝐶⃑⃑ ⃑⃑⃑ =
𝑆3

(𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑). 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑
× (𝑁𝐽1⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑁𝐽2⃑⃑ ⃑⃑ ⃑⃑⃑)  

6-22 

The normal vector to joint sets (NJ1, NJ2, and NJ3) could be defined by Eq. 6-23, as follows: 

𝑁𝐽1⃑⃑ ⃑⃑⃑⃑⃑ =  (sin𝐷𝐷1 . sin𝐷1)𝑖, (cos𝐷𝐷1 . sin𝐷1)𝑗, (− cos𝐷1)�⃑⃑� 

𝑁𝐽2⃑⃑ ⃑⃑⃑⃑⃑ =  (sin𝐷𝐷2 . sin𝐷2)𝑖, (cos𝐷𝐷2 . sin𝐷2)𝑗, (− cos𝐷2)�⃑⃑�   

𝑁𝐽3⃑⃑ ⃑⃑⃑⃑⃑ =  (sin𝐷𝐷3 . sin𝐷3)𝑖, (cos𝐷𝐷3 . sin𝐷3)𝑗, (− cos𝐷3)�⃑⃑�  

6-23 

where DD1, DD2, and DD3 are dip directions, and D1, D2, and D3 are dip of the joint sets 1, 2 

and 3, respectively. Finally, block volume could be specified through the incorporation of Eq. 6-23 

and Eq. 6-22 into Eq. 6-17. By obtaining the information on the dip, dip direction, and true spacing of 

the three joint sets, the volume of the intact blocks could be determined by Eq. 6-17. For easier use 

of Eq. 6-17, an excel spreadsheet for calculating the block volume has been attached to this article. 

6.4.3 Model validation 

The result of the proposed method for the calculation of the block volume with Eq. 6-17 is 

compared with the output of the numerical simulations using 3DEC version 7 software [225]. A series 



145 

 

of 13 cases with various arrangements of dip, dip direction, and spacing are considered. Accordingly, 

the results of each method are listed in Table 6-3. The volume calculated in Table 6-2 and Table 6-3 

belongs to the intact block, as shown in Fig 6-2b and c.  

Table 6-3. Discontinuity’s characteristics used for comparison of block volume calculation by 

analytical and numerical methods 

 Joint set 1 Joint set 2 Joint set 3 Block volume (m3) 

Cas

e 

DIP 

1 
DD 1 

Spacing 

1 (m) 

DIP 

2 
DD 2 

Spacing 

2 (m) 

DIP 

3 
DD 3 

Spacing 

3 (m) 
3DEC 

Eq.6-1

7 

1 23 30 0.34 20 10 2.05 27 320 0.14 15.14 15.14 

2 90 350 0.39 20 352 0.14 90 10 0.39 0.07 0.07 

3 73 25 0.35 61 352 0.35 84 8 5.91 4.60 4.60 

4 22 25 0.34 90 350 0.98 60 0 0.35 3.65 3.65 

5 90 350 0.39 90 10 0.39 32 50 2.05 1.08 1.08 

6 90 350 5.91 90 70 0.14 90 30 5.2 N/A N/A 

7 20 350 0.34 22 25 1.37 61 354 5.2 17.02 17.02 

8 54 65 0.34 90 350 0.98 90 30 0.35 0.31 0.31 

9 80 0 5.91 90 70 0.14 66 292 0.34 1.04 1.04 

10 60 0 3.46 67 340 5.2 90 30 0.87 85.36 85.35 

11 90 30 3.46 54 295 1.37 80 0 3.94 124.94 124.90 

12 90 70 0.34 43 300 1.37 73 25 5.2 7.09 7.09 

13 43 60 0.14 73 335 5.2 90 10 0.39 0.51 0.51 

To numerically calculate the volume of the intact block with 3DEC software, a FISH function is 

embedded in the command lines to define the maximum block size of the model. The numerical model 

should be large enough to contain at least one intact block. The maximum block size did not change 

with further increase of the model size.  

In addition, according to Table 6-2, in most of the cases, a major difference exists among the 

results of the previously developed model [195] and the output of the numerical simulations. However, 

the calculation of the block volume with the developed model is completely in accordance with the 

results of 3DEC, as shown in Table 6-3. Furthermore, in case number 6 of Table 6-3, the block volume 

is defined to be unlimited by numerical simulations and by Eq. 6-17. However, Eq. 6-3 specifies a 

real value for the block volume that is calculated by this method (10.57 m3). 

A series of analytical models are already developed to calculate the volume of blocks formed 

by the cross of three joint sets in a rock mass, as listed in Table 6-1. In all models, all joint sets can 

be assumed to be persistent, and the orientations and spacing of the discontinuities are constant. As 

the results of these methods are not sufficiently accurate, a more efficient model is developed in the 
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current study. This developed method calculates the block volume by determining the dip, dip 

direction, and spacing of the joint sets.  

Based on Eq. 6-17, the block volume is defined by inner and cross products of parallelepiped 

edge vectors. If all edge vectors (A, B, and C) are perpendicular to each other, the volume of the 

formed block is equal to multiply of the edge’s values. This case is correctly calculated by considering 

Ɵ1 = Ɵ2 = Ɵ3 = π/2 in Eq. 6-21 and Eq. 6-22. Accordingly, the block volume is defined by Vb
A = 

ǀAǀ×ǀBǀ×ǀCǀ. However, the volume of the case number 6 in Table 6-3 is defined as 10.57 m3 by Eq. 

6-3 despite the fact that Eq. 6-17 and the numerical model calculate the infinite block volume for this 

case. For better comprehension of the case, a 3D model of case number 6 with different values of 

spacing is illustrated in Fig 6-4. The spacing is selected to be different from case number 6 for better 

block visualization. However, it does not affect the whole issue. 

 

Fig 6-4. A 20x20 m rock mass that includes three joint sets with dip/dip direction according to case 

number 6 in Table 6-3, but with different spacings (2, 3, and 4 meters for joint sets 1, 2, and 3, 

respectively). 

According to Fig 6-4, all formed blocks are stretched vertically. Hence, by increasing the size 

of the model, the blocks expand in an unlimited manner. The output obtained using the developed 

model is in accordance with the results of the numerical simulations, and both are different from the 

output obtained using the previously developed model (Eq. 6-3). 
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6.5 COMPARISON OF THE METHODS FOR BLOCK VOLUME CALCULATION 

6.5.1 Preparation of the database 

The Pells database [239] was used to compare previously developed models with the one 

presented in this article (method “A”). This database was made up of field data collected from more 

than 100 real case studies conducted on the uncoated flow channels of the spillways in Australia and 

South Africa. In addition, it summarizes all the relevant geomechanical parameters, i.e., dip, dip 

direction of joints, and spacings. To adjust the compatibility between this database and the methods 

listed in Table 6-1, the cases that include only three persistent joint sets and do not comprise 

columnar blocks, as shown in Fig 6-4, are selected in this study and listed in Table 6-4.
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Table 6-4. Characteristic data of the database summarizing the case studies 1 

 Dip/Dip direction Joint spacing (m) Angle between joint sets (°)  Dip/Dip direction Joint spacing (m) Angle between joint sets (°) 

 
Joint 
Set 1 

Joint 
Set 2 

Joint 
Set 3 

Join
t Set 

1 

Joint 
Set 2 

Join
t Set 

3 

Average 
(Sa) 

Angl
e 1-2 

Angl
e 1-3 

Angl
e 2-3 

Average  
Joint 
Set 1 

Joint 
Set 2 

Joint 
Set 3 

Join
t Set 

1 

Join
t Set 

2 

Join
t Set 

3 

Averag
e (Sa) 

Angle 
1-2 

Angl
e 1-3 

Angle 
2-3 

Averag
e 

  
1 25/110 30/230 20/220 0.75 1 1.5 1.08 47 36 11 31 37 65/250 85/190 55/350 0.4 0.13 0.4 0.31 60 83 135 93 

2 10/50 90/192 90/50 0.35 2.5 6 2.95 97 80 142 106 38 65/250 85/190 55/350 0.4 0.06 0.4 0.29 60 83 135 93 

3 05/50 35/50 90/120 0.35 6 4 3.45 30 88 78 65 39 25/110 90/90 90/0 0.4 1.3 1.3 1.00 66 98 90 85 

4 10/50 80/130 90/65 1.5 4.5 0.06 2.02 78 80 65 74 40 25/110 90/90 90/0 0.4 1.3 1.3 1.00 66 98 90 85 

5 10/50 30/350 90/50 1.2 0.75 10 3.98 26 80 75 60 41 25/110 90/90 90/0 0.4 1.3 1.3 1.00 66 98 90 85 

6 05/50 90/140 90/80 1.75 0.4 0.7 0.95 90 85 60 78 42 25/110 90/90 60/0 0.4 1.3 1.3 1.00 66 70 90 75 

7 5/200 80/250 80/225 1.5 1.75 10 4.42 76 75 24 58 43 25/110 90/90 60/0 0.4 1.3 1.3 1.00 66 70 90 75 

8 5/200 80/250 80/225 1.5 3 10 4.83 76 75 24 58 44 45/55 57/235 75/0 0.06 0.06 0.06 0.06 102 55 109 89 

9 5/200 80/225 80/140 0.65 6.5 0.65 2.60 75 77 83 78 45 45/55 57/235 75/0 0.06 0.06 0.06 0.06 102 55 109 89 

10 5/200 80/225 80/140 0.65 6.5 0.65 2.60 75 77 83 78 46 45/55 57/235 75/0 0.06 0.06 0.06 0.06 102 55 109 89 

11 57/150 80/243 19/165 0.4 1.1 1.35 0.95 87 38 76 67 47 45/55 57/235 75/0 0.06 0.06 0.06 0.06 102 55 109 89 

12 57/150 80/243 19/165 0.4 1.1 1.35 0.95 87 38 76 67 48 25/0 60/220 63/145 0.4 0.06 1.3 0.59 80 84 64 76 

13 57/150 80/243 19/165 0.4 1.1 1.35 0.95 87 38 76 67 49 25/0 60/220 63/145 0.4 1.3 1.3 1.00 80 84 64 76 

14 70/77 80/335 35/335 0.22 0.3 0.4 0.31 97 80 45 74 50 25/0 60/220 63/145 0.4 1.3 1.3 1.00 80 84 64 76 

15 20/74 80/335 80/290 0.8 0.55 1.6 0.98 83 96 44 74 51 20/270 72/180 85/0 1.3 1.3 1.3 1.30 73 85 157 105 

16 20/63 80/316 75/5 0.8 0.55 0.55 0.63 86 65 48 66 52 20/270 72/180 85/0 1.3 1.3 1.3 1.30 73 85 157 105 

17 41/193 72/244 80/337 0.8 0.8 0.8 0.80 51 113 89 84 53 20/270 72/180 85/0 0.4 0.4 0.4 0.40 73 85 157 105 

18 85/280 76/51 27/208 0.65 1.5 0.8 0.98 128 77 101 102 54 20/270 72/180 85/0 0.4 0.4 0.4 0.40 73 85 157 105 

19 90/98 90/192 0/100 0.7 0.7 0.5 0.63 94 90 90 91 55 20/270 72/180 85/0 0.4 0.13 0.4 0.31 73 85 157 105 

20 50/160 90/255 35/155 0.9 0.4 1.15 0.82 71 15 79 55 56 15/150 80/250 80/90 1.3 1.3 0.4 1.00 82 72 151 102 

21 9/105 90/237 90/170 0.4 8 20 9.47 96 86 67 83 57 15/150 80/250 80/90 1.3 1.3 0.4 1.00 82 72 151 102 

22 9/105 90/237 90/170 0.4 8 20 9.47 96 86 67 83 58 15/150 80/250 80/90 1.3 1.3 0.4 1.00 82 72 151 102 

23 9/105 90/237 90/170 0.4 8 15 7.80 96 86 67 83 59 15/150 80/250 80/90 1.3 1.3 0.4 1.00 82 72 151 102 

24 9/105 90/237 90/170 0.4 8 15 7.80 96 86 67 83 60 15/150 80/250 80/90 1.3 1.3 0.4 1.00 82 72 151 102 

25 0/150 90/75 90/202 0.6 0.075 0.2 0.29 90 90 127 102 61 0/0 90/10 80/290 1.3 1.3 1.3 1.30 90 80 80 83 

26 12/150 90/75 90/202 0.6 0.075 0.2 0.29 87 82 127 99 62 0/0 90/10 80/290 0.4 1.3 0.4 0.70 90 80 80 83 

27 10/65 62/75 90/310 0.35 1 0.5 0.62 52 94 120 89 63 0/0 90/10 80/290 1.3 1.3 1.3 1.30 90 80 80 83 

28 35/200 90/202 90/310 0.35 0.2 0.5 0.35 55 101 108 88 64 0/0 90/10 80/290 1.3 1.3 1.3 1.30 90 80 80 83 

29 22/228 75/172 77/246 0.15 0.1 0.15 0.13 64 56 71 64 65 0/0 90/10 80/290 0.4 0.4 0.4 0.40 90 80 80 83 

30 80/278 80/130 35/280 10 0.3 0.55 3.62 142 45 110 99 66 0/0 90/10 80/290 1.3 1.3 1.3 1.30 90 80 80 83 

31 75/278 80/130 58/200 10 1 0.4 3.80 101 56 67 75 67 0/0 90/10 80/290 0.4 0.4 0.4 0.40 90 80 80 83 

32 90/220 86/103 9/133 0.8 3 0.45 1.42 116 89 78 94 68 30/12 90/105 80/195 0.4 0.4 0.13 0.31 91 110 90 97 

33 80/231 65/162 15/250 1.25 0.2 0.45 0.63 66 65 65 65 69 30/12 90/105 80/195 0.4 0.4 0.13 0.31 91 110 90 97 

34 62/243 83/144 34/130 0.19 0.45 0.45 0.36 94 78 50 74 70 30/12 90/105 80/195 0.4 0.4 0.13 0.31 91 110 90 97 

35 25/150 35/340 85/250 0.4 2 0.4 0.93 59 89 86 78 71 30/12 90/105 80/195 0.4 0.4 0.13 0.31 91 110 90 97 

36 25/150 35/340 85/250 0.4 2 0.4 0.93 59 89 86 78 72 30/12 90/105 80/195 0.4 0.4 0.13 0.31 91 110 90 97 

2 



 
 

6.5.2 Block volume calculation 

The block volume is calculated using the previously developed methods listed in Table 6-1 and the 

method developed in this study (Eq. 6-17- method “A”), and the results are presented in Fig 6-5. 

 
Fig 6-5. Graphical representation of the block volumes for the cases presented in Table 6-4, that are 

calculated by models of Table 6-1 and the method that is developed in this article (method “A”) 

According to Fig 6-5, the results of the models are compatible in some ranges and incompatible in 

other ranges. Most of the differences exist in the range of case numbers 1 to 11, 20 to 25, 29 to 32, 44 to 

47, and 67 to 72. Method A (Eq. 6-17) can calculate the block volume accurately. Thus, whether the method 

overestimates or underestimates the block volume was determined. Comparison result of the graphs of 

other methods with method A shows that methods H, D, and C mostly overestimate, whereas method I 

greatly underestimates block volume in some ranges. 

From Fig 6-5 and according to Elci and Turk [229], a noticeable difference exists between the actual 

value of the block volume and that obtained using previously developed methods. To better evaluate the 
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differences, the Root Mean Square Error (RMSE) of the methods for block volume calculation of the cases 

in Fig 6-5 is explained in detail in Section 6.5.3. 

6.5.3 Root Mean Square Error (RMSE) calculation 

RMSE measures the difference between the actual and expected values of a specific parameter. The 

lower the RMSE value, the more accuracy is expected. For block volume calculation, RMSE is calculated 

by comparing results obtained using the previously developed models with method A (Eq. 6-17), as the 

accuracy of this method is already validated in Section 6.4.3. The RMSE values of each method are listed 

in Table 6-5. 

Table 6-5. RMSE of block volume calculation results obtained by previously developed methods 

compared with the method developed in this study (Eq. 6-17) for the cases in Fig 6-5 

Method Equation Reference value RMSE 

D 𝑉𝑏 =
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 

𝑉𝑏
𝐴 = |(𝐴 × �⃑⃑�). 𝐶| 

7 

E 𝑉𝑏 = 𝑆𝑎
3 148 

C 𝑉𝑏 =
𝛽 × 𝐽𝑣

−3

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 7 

I 𝑉𝑏 =
1

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
× (𝑆𝑎 2⁄ )

3 15 

H 𝑉𝑏 = 36 × (𝑆𝑎 2⁄ )
3 20 

Based on Table 6-5, the accuracy of most of the previously developed models is questioned. The 

RMSE varies from 7 to 148 and shows a noticeable deviation between the actual and the calculated values. 

The source of the error is discussed in Section 6.6 to identify block characteristics that affect the accuracy 

of block size values. 

6.6 DISCUSSION  

Geomechanical and geometrical characteristics of the joints have an indisputable impact on the 

mechanical properties of the rock mass. The block volume is a geometrical parameter that has a significant 
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impact on the mechanical properties of the fractured rock mass. Commonly used methods for calculating 

block size in a fractured rock mass were developed based on measurements of spacings and the orientation 

of the joint sets. For better discussion of the various methods, all joint sets in a rock mass are assumed to 

be persistent. Eq. 6-3 is one of the most widely used equations and comprises the spacings of the joint sets 

and the angle between them. This equation comprises 3 parts (Si/sinγi), and as a result, the author 

estimated sinγi by cos θi; i.e., sinγi ≈ cosθi, where θi is the angle between apparent and true spacing of joint 

sets, as illustrated in Fig 6-3. Therefore, Si/sinγi ≈ Spi, where Spi is the apparent spacing of joint set i. By 

these assumptions, Eq. 6-3 calculates the block volume by the multiplication of three apparent spacings. 

Almost the same logic is behind the development of the other equations for the calculation of the block 

volume. However, two major criticisms of the utilization of these methods exist. First of all, approximation 

of the volume of a parallelepiped block by multiplication of the apparent spacings by itself is accompanied 

with error; it is a reminder of the right method for calculation of the parallelepiped volume. The second 

source of the error belongs to the estimation of the apparent spacings by true spacing and the angle 

between joint sets. The apparent spacing is accurately calculated using the Spi = Si/cosθi relation. However, 

approximation of sinγi by cosθi is fundamentally accompanied by the error in calculation of the block volume. 

This phenomenon occurs despite the fact that the angle θi is considered for the development of Eq. 6-17. 

Table 6-5 lists the errors produced by each method compared with the block volume calculated by 

Eq. 6-17. However, the error values differ from one model to another. At first glance, the accuracy of the 

method that has the least difference with method A, i.e., methods D and C in Table 6-5, is more than that 

of the other models. However, the type of data and geometrical characteristics of the rock mass that are 

used to determine the error has a direct impact on the error value. To systematically evaluate the error of 

each method for calculation of the block volume, the error function should be specified in the range of 

variation of the effective parameters. By doing this, specifying the ranges of reliability for each model 

becomes possible. However, the error values listed in Table 6-5 are a sample of the field data for calculation 

of the block volume and could represent the overall accuracy of each model. 
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6.7 CONCLUSION 

An analytical model based on vectoral multiplication has been developed to calculate the block 

volume for the case of three persistent joint sets with constant values of spacing and orientation. The 

accuracy of the model is validated by the numerical simulation. The results of the developed model are 

more reliable than those of the previously developed ones. The method could be applied using the vectoral 

multiplication (an excel spreadsheet is attached to this article) by knowing dip, dip direction, and spacings 

of joint sets. 

The accuracy of each method in block volume calculation is evaluated using a series of field data in 

Table 6-5. Despite that the error values differ from one model to another, a range of variation for each 

parameter could be specified, so that the accuracy level of the model can be acceptable. This issue is the 

subject of future research, and the relevant results will be published in the next reports.   
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CHAPTER 7  

Article 6: Development of a practical method for calculation of the block volume and block surface 
in a fractured rock mass 

7.1 HIGHLIGHTS 

 A method is developed for calculation of block volume by using the stereonet 

 Spacing and orientation of joints are determinant parameters of block dimension 

 Error source of previous models for block volume calculation is identified 

 Volumetric fracture intensity and Surface area of blocks are analytically calculated 

7.2 ABSTRACT 

A practical method based on the geometrical characteristics of three persistent joint set is proposed 

for calculation of the volume and surface area of the blocks that are created by cross of three persistent 

joint sets in a fractured rock mass. It is illustrated that the block volume and surface area relate to the true 

spacings of the joint sets as well as the angle between edge vectors and normal to joint sets. Knowing the 

values of the spacings, the method for determining the required angles is presented using the stereographic 

projections of joint sets. In order to validate the equations, the output of proposed models is validated using 

3DEC version 7.0 software. In addition, by using the response surface methodology (RSM), the effect of 

each parameter on block volume and surface calculation is shown. Furthermore, the error that is produced 

by previously developed models for calculation of the block volume is analysed and the range of reliability 

of each method is identified. Design-Expert version 11 has been used for this purpose. It is clear that by 

dividing the block surface by block volume, the volumetric fracture intensity (P32) could be analytically 

determined by using the stereographic projection. 

Keywords: Block volume, Block surface, 3DEC, Rock mass, RSM 

7.3 INTRODUCTION 

Shape and size of blocks in a fractured rock mass have a significant role in rock mechanics and rock 

engineering, and could be considered as an important indicator of rock mass quality. Stability, permeability, 
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erodibility and reinforcement of the underground excavations are significantly affected by the size of rock 

blocks. Over the years, different methods have been developed for calculation of block volume. Most of 

investigations for this purpose have been accomplished by Palmström between 1974 to 2005. He 

developed a series of equations by assuming various hypothesizes. As one of the first and let say, the 

fundamental to many other models in this regard, Palmström [228] developed Eq.7-1 for calculation of the 

block volume for the case that the rock mass includes three persistent joint sets and the angle between 

each pair of sets are known. 

𝑉𝑏 =
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 × sin𝛾2 × sin𝛾3
 7-1 

Where S1, S2 and S3 are the spacings of joint sets 1, 2 and 3, respectively and γ1, γ2 and γ3 are the 

angles between each pair of joint sets. In Eq.7-1, the impact of all affecting parameters in block volume 

calculations were considered, except the persistence, which was also considered later by Cai [200]. As a 

result, the volume of the blocks in the case of non-persistent joints could be calculated using Eq.7-2: 

𝑉𝑏 =
𝑆1𝑆2𝑆3

sin 𝛾1 sin 𝛾2 sin 𝛾3 √𝑃1𝑃2𝑃3
3

 7-2 

Where P1, P2 and P3 are the persistence of joint sets 1, 2 and 3, respectively. Taking into account 

various assumptions and methods, several equations were formerly developed for calculation of the block 

volume and in this regard, a summary of them have been listed in Table 7-1. 

Table 7-1. Existing methods for calculation of the volume of the blocks that formed by cross of joint sets 

Reference Equation Parameters Assumptions 

Barton [230] 𝑉𝑏 = 𝑅𝑄𝐷 𝐽𝑛⁄  
RQD: Rock Quality 
Designator 
Jn: Joint set number 

The block volume could 
be estimated by the first 
two parameters of Q-
system 

Palmström [227] 𝑉𝑏 =
𝛽 × 𝐽𝑣

−3

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 

Jv: Volumetric joint count  
β: Block shape factor 

the block volume as a 
function of volumetric joint 
count 

Palmström [228] 𝑉𝑏 =
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 

Si: average spacing of set i 
γi: angle between pair of 
joint sets 

3 persistent joint sets with 
known spacing and 
orientation 

Palmström [228] 𝑉𝑏 =
𝛽 × 𝑤𝐽𝑑−3

sin 𝛾1 × sin 𝛾2 × sin 𝛾3
 

wJd: weighted joint density 
β: block shape factor 

the block volume as a 
function of weighted joint 
density 
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Cai [200] 

𝑉𝑏

=
𝑆1 × 𝑆2 × 𝑆3

sin 𝛾1 sin 𝛾2 sin 𝛾3 √𝑃1𝑃2𝑃3
3

 

Si: average spacing of set i 
γi: angle between pair of 
joint sets 
Pi: persistence of set i 

3 non-persistent joint sets 
with known spacing and 
orientations 

Latham [232] 𝑉𝑏 = 36 × (𝑆𝑎 2⁄ )
3 

Sa: average spacing 
measured along the drilling 
direction (m) 

β=36, there are many 
sub-vertical joints noted in 
the core logs, bedding is 
known to be typically at 
35° 

The mechanical behaviour of the rock mass is affected by a series of geomechanical characteristics 

including uniaxial compressive strength (UCS), the inter-block shear strength (Jr/Ja), block size (Vb) and the 

opening of the joints (Jo). Among these parameters, block geometry is doubly important in the stability of 

underground and aboveground structures [198, 224, 226]. In this regard, various analytical models for 

calculation of the block volume have been developed [198, 200, 224, 227-230], as they are listed in Table 

7-1. However, block volume that is calculated by these methods mostly have deviation from real field data. 

As an example, Elci and Turk [229] mentioned that the calculated the block volume (Vb) using the analytical 

methods and by having the average spacing of the discontinuities (Sa), their real spacing (S), and the 

number of volumetric joints (Jv) showed a significant differences with its real values. 

In this study, on the basis of vectoral model for calculation of the block volume [240], an analytical 

model is developed for this purpose by using the stereographic projection of joint sets. The accuracy of the 

model is validated by the numerical simulation using 3DEC version 7 software [225]. This is despite the fact 

that there is a noticeable discrepancy exist between the output of this method (or numerical simulation) and 

all methods that are listed in Table 7-1. In addition, an analytical equation has been developed for block 

surface calculation on the basis of formerly developed vectoral model [220, 241] and validated using 

numerical simulation. Since no analytical model is yet developed for block surface calculation, the 

comparison of this method with other models could not been performed. The stereographic method for 

calculation of the block volume and surface has been explained, as well. Finally, by using the response 

surface methodology (RSM), the impact of the affecting parameters on the error of each method that are 

listed in Table 7-1 are discussed. 

Since the accurate calculation of the block volume will have a significant impact on acceptable 

estimation of mechanical and hydrological characteristics of the rock mass, the output of this study will have 
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a considerable impact on the past and future works in these fields. There is exist a couple of geomechanical 

characteristics of the rock mass that were formerly defined by using the block volume [198, 200], and by 

considering this investigation, they need to profoundly being revised, as almost all previously developed 

equation for calculation of the block volume include a significant amount of error in their equations. In 

addition, the block surface area was never being formulated formerly and hence, this article is the first 

investigation that introduces an analytical method for block surface calculation. Consequently, the 

volumetric fracture intensity (P32) could be analytically calculated using the equations of block volume and 

surface. Totally, the engineers, practitioners and professionals in the field of rock mechanics and geology 

will experience a more reliable and accurate value of the block volume by using the equation that is 

introduced by this study. Despite there are a number of assumptions used for developing these models, 

e.g., the existence of three persistent joint sets in a rock mass, however, the comprehensiveness of the 

model could be improved by including more affecting parameters in the model, such as joint persistence 

and number of joint sets.  

7.4 MODEL DEVELOPMENT 

Based on the existing equations for calculation of the block volume that is provided in Table 7-1 and 

in spite of widespread application of Eq.7-1 for this purpose [195], a significant discrepancy already exists 

between the results of this model and field data. Accordingly, new models are developed in section 7.4.2 

for calculation of the volume and surface of the block that is created by three persistent joint sets by knowing 

dip, dip direction and spacing of joints and using the stereographic projection method. Therefore, 

signification parameters that affect the volume and surface of the block are discussed in section 7.4.1. In 

addition, the output of the models is validated using the results of 3DEC version 7 software in section 7.4.3.  

7.4.1 Selection of the parameters 

The mechanical characteristics of a rock mass mostly depend on the properties of the rock matrix 

and the fracture networks [198]. Fracture networks consist of joint sets; i.e., a family of parallel, evenly 

spaced discontinuities that can be specified by orientation (dip, dip direction), spacing, etc. Fig 7-1 shows 

the most significant parameters of a fractured rock mass. 
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Fig 7-1. The structural characteristics of a rock mass 

Basically, blocks are produced due to the existence of a system of discontinuities in rock mass, that 

its size and shape are defined by geometrical characteristics of joint sets, such as spacing, orientation, joint 

set number and persistence. In this article, the analytical method is used for determination of the block 

volume and surface and for this purpose, the ideal conditions of the discontinuities are considered. In this 

regard, it is assumed that joint sets are persistent and the values of spacing and orientation are fixed in a 

joint set. On this basis, it is assumed that the volume and surface area of the block could be determined by 

knowing the dip, dip direction and spacing of joint sets, and the persistence is not included for development 

of this model. In addition, if the rock mass contains less than three joint sets, the random joints are defining 

the block volume and for more than three joint sets, the block volume could be determined by considering 

a rock mass with three joint sets, instead [195]. On this basis, it is assumed that the rock mass comprises 

of three joint sets. It is a reasonable assumption since most of the models that are listed in Table 7-1 were 

developed on the basis of this hypothesis. Therefore, the parameters that have been considered for 

development of the models are the spacing and orientation of joint sets. 
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7.4.2 Development of the model 

Based on the vectoral model that was formerly developed for calculation of the block volume and 

surface of a fractured rock mass [220, 240, 241], the surface area and volume of the blocks that are formed 

by cross of three persistent joint sets, could be calculated using Eqs.7-3 and 7-4. 

𝑆𝑏
𝐴 = 2 × (|𝐴 × �⃑⃑�| + |𝐴 × 𝐶| + |�⃑⃑� × 𝐶| ) 7-3 

𝑉𝑏
𝐴 = |(𝐴 × �⃑⃑�). 𝐶| 7-4 

Where Sb
A and Vb

A are the vectorially calculated block surface area and block volume, respectively, 

and A, B and C are the edge vectors of the block, as it is illustrated in Fig 7-2. 

 
Fig 7-2. The block that is created by the cross of joint sets 1, 2 and 3 for development of the model (a) the 

produced intact block as a result of three persistent joint sets. (b) Inner view of an intact block. Edge 

vectors (A, B and C), normal to joint set (NJ1, NJ2 and NJ3) and true spacing of joint set 1 (S1) as well as 

the angle between edge vector A and S1 (θ1) and the angle between edge vector A and B (γAB). 

In order to make Eqs.7-3 and 7-4 simpler and more compatible to be used in field work applications, 

the vectoral multiplication of edge vectors should be performed for finding the volume and surface area of 

the block. For this purpose, and according to Fig 7-2, edge vectors could be determined using Eqs.7-5. 

𝐴 =  |𝐴| × 𝑢𝐴⃑⃑⃑⃑⃑ =
𝑆1

cos𝜃1
× 𝑢𝐴⃑⃑⃑⃑⃑ 

�⃑⃑� =  |�⃑⃑�| × 𝑢𝐵⃑⃑ ⃑⃑ ⃑ =
𝑆2

cos 𝜃2
× 𝑢𝐵⃑⃑ ⃑⃑ ⃑ 

7-5 
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𝐶 = |𝐶| × 𝑢𝐶⃑⃑ ⃑⃑⃑ =
𝑆3

cos 𝜃3
× 𝑢𝐶⃑⃑ ⃑⃑⃑  

Where S1, S2 and S3 are the true spacings of joint sets 1, 2 and 3, respectively; uA, uB and uC are the 

unit edge vectors A, B and C, and θ1, θ2 and θ3 are the angle between edge vectors and direction of true 

spacings measurement (or normal to joint sets). Also, NJ1, NJ2 and NJ3 are the unit vectors of normal to joint 

sets. From Eq.7-5 and knowing that �⃑⃑�𝐴 × �⃑⃑�𝐵 = �⃑⃑⃑�𝑗3 (Fig 7-2), the cross product of vectors A and B will be: 

𝐴 × �⃑⃑� = |𝐴| × |�⃑⃑�| × sin 𝛾𝐴𝐵 × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑ =  
𝑆1

cos 𝜃1
×

𝑆2
cos 𝜃2

× sin 𝛾𝐴𝐵 × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑  7-6 

Where γAB is the angle between edge vectors A and B, as illustrated in Fig 7-2. For finding the volume 

of the blocks, Eq.7-4, Eq.7-5 and Eq.7-6 should be combined. Then: 

(𝐴 × �⃑⃑�). 𝐶 = [(
𝑆1

cos 𝜃1
×

𝑆2
cos 𝜃2

× sin 𝛾𝐴𝐵) × 𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑] . (
𝑆3

cos 𝜃3
× 𝑢𝐶⃑⃑ ⃑⃑⃑) 7-7 

Given that the angle between NJ3 and uC is equal to θ3, Eq.7-7 converts to Eq.7-8. 

(𝐴 × �⃑⃑�). 𝐶 =  [(
𝑆1

cos𝜃1
×

𝑆2
cos 𝜃2

× sin𝛾𝐴𝐵) × (
𝑆3

cos𝜃3
) × cos𝜃3] × (𝑁𝐽3⃑⃑ ⃑⃑ ⃑⃑⃑ × 𝑢𝐶⃑⃑ ⃑⃑⃑) 7-8 

Since NJ3 and uC are unit vectors, their cross products will be a unit vector, as well. As a result, the 

volume of the block could be calculated by Eq.7-9 

𝑉𝑏
𝐴 = |(𝐴 × �⃑⃑�). 𝐶| =  

𝑆1 × 𝑆2 × 𝑆3
cos𝜃1 cos 𝜃2

× sin𝛾𝐴𝐵 7-9 

With the same method that is used for block volume calculation, the block surface could be specified 

by Eq.7-10.  

𝑆𝑏
𝐴 = 

2𝑆1𝑆2
cos 𝜃1 cos𝜃2

sin 𝛾𝐴𝐵 +
2𝑆1𝑆3

cos 𝜃1 cos 𝜃3
sin 𝛾𝐴𝐶 +

2𝑆2𝑆3
cos 𝜃2 cos 𝜃3

sin 𝛾𝐵𝐶 7-10 
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Where γAB, γAC and γBC are the angles between each pairs of edge vectors; i.e., A and B, A and C 

and B and C, respectively. The volumetric fracture intensity (PA
32) is another useful parameter that could 

be calculated by dividing Eq.7-10 by Eq.7-9 and the result will be as Eq.7-11. 

𝑃32
𝐴 = 

2 sin 𝛾𝐴𝐵
𝑆3

+
2cos𝜃2 sin 𝛾𝐴𝐶
𝑆2 cos 𝜃3

+
2cos 𝜃1 sin 𝛾𝐵𝐶
𝑆1 cos𝜃3

 7-11 

7.4.3 Models validation 

In this section, the accuracy of the analytical equations that are developed for calculation of the block 

volume (Eq.7-9) and surface (Eq.7-10) are validated by using the numerical simulation method. It is clear 

that by validating the block volume and surface model, the model for volumetric fracture intensity (P32-

Eq.7-11) will be automatically validated. In this regard, the block volume and surface that analytically 

calculated for 20 cases of fractured rock mass are compared with the results of the numerical simulations 

using the 3DEC version 7.0 software. For this purpose, the fractured rock mass includes three persistent 

joint sets and by variation of the spacing and orientations, different values of block volume and surface area 

will be obtained. Table 7-2 lists the rock mass cases that are used for comparison. 

Table 7-2. Discontinuities characteristics that used for comparing the analytical (Eq.7-9 and Eq.7-10) and 

numerical methods for calculation of the block volume and block surface 

 Joint set 1 Joint set 2 Joint set 3 

Case DIP 1 DD 1 
Spacing 1 

(m) 
DIP 2 DD 2 

Spacing 2 

(m) 
DIP 3 DD 3 

Spacing 3 

(m) 

1 90 350 0.98 61.57 10 0.87 81.96 29 0.35 

2 90 10 3.94 67.16 340 0.35 90 350 3.94 

3 90 10 3.94 90 70 1.37 43.16 300 1.37 

4 80 0 0.98 90 10 3.94 90 350 3.94 

5 43.16 60 0.34 67.16 20 3.46 67.16 340 3.46 

6 90 10 0.39 90 30 0.87 67.16 340 3.46 

7 43.16 60 0.34 60 0 3.46 23.26 330 0.14 

8 20.32 10 0.34 90 70 0.34 67.16 340 3.46 

9 21.34 340 0.34 80 0 0.98 43.16 60 0.34 

10 90 30 0.87 90 350 0.98 80 0 3.94 

11 80 0 0.98 67.16 340 0.87 60 0 0.87 

12 90 10 0.98 61.57 350 3.46 43.16 60 0.14 

13 90 10 0.39 90 350 0.39 43.16 60 0.14 

14 80 0 0.39 43.16 60 0.14 90 350 0.39 

15 67.16 20 0.87 90 70 0.14 21.34 340 0.34 

16 67.16 20 0.87 43.16 60 1.37 90 350 0.39 

17 90 350 0.98 90 10 0.98 43.16 60 1.37 

18 43.16 60 0.14 90 10 0.39 90 350 0.39 
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19 90 30 0.35 90 350 3.94 90 10 0.98 

20 90 10 3.94 90 350 3.94 60 0 0.35 

The numerical model for calculation of the volume and surface area of the block was created based 

on the joint sets arrangements that are listed in Table 7-2. In order to do the comparison between Eq.7-9 

and Eq.7-10 with the numerical model, the volume and surface are of the intact block that are illustrated in 

Fig 7-3b, should be specified.  

 
Fig 7-3. The basics for block volume and surface calculation. (a) the core view of the fractured rock mass 

for selection of the intact blocks. As the boundary blocks are cut by the model boundaries, they are not 

considered for the model development. (b) the intact blocks that were used for development of the 

analytical model as per [220, 240] 

According to Fig 7-3, in order to numerically calculate the block volume and surface, it is important to 

consider the intact block; i.e., the block that is not cut by the boundaries of the numerical model. For this 

purpose, the size of the model should be increased until at least one intact block exists in the model. 

Actually, this block is the representative block that could be formed by cross of three persistent joint sets 

without being affected by the boundaries of the model and is demonstrated by Fig 7-3b. The results of 

analytical and numerical calculations of volume and surface of the intact blocks for the cases of Table 7-2, 

are listed in Table 7-3. 
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Table 7-3. Comparison of the analytical and numerical calculation of the volume and surface of the blocks 

for the cases of Table 7-2. N/A means that the parameter is unmeasurable by analytical model and 

depends to the size of the model in numerical models. 

 Block surface (m2) Block volume (m3) 

Case 
Analytical 

(Eq.7-10) 
Numerical 

(3DEC) 

Analytical 

(Eq.7-9) 
Numerical 

(3DEC) 

1 11.74 11.76 1.16 1.17 

2 274.91 272.93 40.49 40.49 

3 40.05 40.02 11.67 11.64 

4 783.83 783.83 257.31 257.29 

5 91.36 91.36 13.05 13.07 

6 70.9 70.88 8.9 8.9 

7 7.4 7.4 0.35 0.35 

8 6.65 6.64 0.54 0.54 

9 2.68 2.68 0.20 0.21 

10 145.92 145.92 30.1 30.1 

11 45.56 45.54 6.85 6.84 

12 17.15 17.14 1.00 1.01 

13 2.11 2.11 0.09 0.09 

14 40.07 40.08 1.62 1.62 

15 1.79 1.79 0.08 0.08 

16 47.66 47.65 5.39 5.38 

17 29.38 29.38 5.32 5.34 

18 2.11 2.12 0.09 0.09 

19 N/A N/A N/A N/A 

20 213.4 213.3 31.43 31.44 

According to Table 7-3, the analytical method for calculation of block volume and surface is in a good 

agreement with the results of the numerical models. In addition, the analytical and numerical models 

couldn’t specify a value for the block volume and block surface for the case number 19 since the constructed 

blocks are columnar and stretched in z direction (all dips are 90o with various dip directions). Therefore, by 

extending the numerical model, the block volume and surface increase, and as a result, the numerical 

calculations are fully depending on the size of the numerical model for this case. 

7.5 DISCUSSION 

7.5.1 Stereographic illustration of the angles 

As it is demonstrated in section 7.4.2, Eq.7-9 and Eq.7-10 could be used for calculation of the volume 

and surface of the block, respectively. However, determination of some parameters in these equations 
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might be obscured. In this section, the method for specifying these parameters is shown by using the 

stereographic projection. For this purpose, the volume and surface of the blocks for a few examples of rock 

mass are calculated in order to better clarifying the issue.  

In Eq.7-9 and Eq.7-10, the true spacings of the joint sets are assumed to be known. However, the 

angles θ1, θ2 and θ3 and γAB, γAC and γBC should be specified. For this purpose, Fig 7-4 shows the 

stereographic projection of the poles and planes of three joint sets as 1, 2 and 3. According to Fig 7-2, the 

edge vectors A, B and C are the lines of intersection between joint sets 2&3, 1&3 and 1&2, respectively. 

Therefore, the crossline of the planes of each pair of joint sets are the points that show the edge vectors. 

Accordingly, γAB, γAC and γBC are the angles between each pairs of edge vector and could simply measure 

by the defining the angle between each pair of points A, B and C in Fig 7-4. In addition, θ1, θ2 and θ3 are 

the angles between normal to joint set and its relevant edge vector, as it is illustrated in Fig 7-2. For 

example, θ1 is the angle between edge vector A and normal to joint set 1 (NJ1) as it is illustrated by the 

angle between P1 and A in Fig 7-2. θ2 and θ3 could be measured by the same method. Therefore, all the 

required angles in Eq.7-9 and Eq.7-10 could be measured by the stereographic projection of joint sets. 
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Fig 7-4. Stereographic projection of three joint sets and the method for measuring angles θ1, θ2 and θ3 

and γA/B, γA/C and γB/C. P1, P2 and P3 are the poles of joint sets 1, 2 and 3, respectively.  

In order to more clarifying the measurement method using Fig 7-4, four cases of rock mass that each 

of which include three joint sets are considered in Table 7-4 and the volume and surface of the produced 

block as well as all required angles for calculations are specified. 

Table 7-4. Example cases of the fractured rock mass with various arrangements of join sets and the 

relevant block surface area and volume. N/A means that it is not possible to assign a value for that 

characteristics. 

         Block characteristics 

Case (Dip/DD) 
Spacing 

(m) 
θ1 θ2 θ3 γAB γAC γBC Volume (m3) 

Surface 
(m2) 

1 
(60/0), (70/60), 

(20/100) 
1, 2, 3 36 43 35 63 98 64 9 33 

2 
(20/30), 

(45/120), 
(90/330) 

2, 1, 4 99 83 99 9 168 170 65 228 

3 
(90/0), (90/90), 

(0/0) 
4, 1, 3 0 0 0 90 90 90 12 38 

4 
(90/0), (90/60), 

(90/120) 
5, 7, 2 90 90 90 0 0 0 N/A N/A 

According to Table 7-4, the block that is formed in case number 1 and 2 is a parallelepiped. However, 

in case 3, the formed block is a rectangular cuboid and in case 4, it is a columnar block that vertically 
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stretched. That’s why the Eq.7-9 and Eq.7-10 couldn’t assign a value to the volume and surface of the block 

for case 4, as the size of this block is directly relevant to the extent of the model and changes by its variation. 

7.5.2 Effect of parameters on block volume and surface 

Following the discussion that is provided on section 7.4.1 for selection of the parameters that have 

effect on block volume and surface area, apart from the persistence that is not considered in this study, the 

spacing and orientation of the joint sets are defined to be the effective parameters that have impact on 

block characteristics. In this section and by using the response surface methodology (RSM), the effect of 

joint spacing (Si) and the angle between them (γi) on the volume and surface area of the block that are 

calculated by Eq.7-9 and Eq.7-10, are evaluated. For this purpose, it is assumed that the Si and γi for three 

joint sets are identical and by changing the values of the parameters, the variation of block volume and 

surface is evaluated. In this regard, the central composite design (CCD) has been applied for identifying 

the required experiments by using the Design-Expert® software. In addition, for the range of variation of 

parameters, it is assumed that Si varies between 0.4 and 4 meters and γi changes between 10 to 90 degree. 

The number and type of calculations that is required for this purpose are listed in Table 7-5.  

Table 7-5. The number and types of experiments that are required for evaluation of the effect of spacing 

and angle between joint sets on the block volume and surface, using central composite design by Design-

Expert software- the volume and surface area of the blocks (Responses) are calculated using Eq.7-9 and 

Eq.7-10 

  Factors Responses 

Run Space Type Angle between sets (γ-deg) Spacing (S-m) Block volume (m3) Block surface (m2) 

1 Axial 50 0.4 0.11848 1.7772 

2 Axial 90 2.2 10.648 29.04 

3 Center 50 2.2 19.7122 53.7604 

4 Axial 50 4 118.48 177.72 

5 Factorial 78.2843 0.927208 0.843524 5.45848 

6 Center 50 2.2 19.7122 53.7604 

7 Factorial 78.2843 3.47279 44.3203 76.5729 

8 Factorial 21.7157 3.47279 349.118 603.177 

9 Center 50 2.2 19.7122 53.7604 

10 Center 50 2.2 19.7122 53.7604 

11 Factorial 21.7157 0.927208 6.64458 42.9973 

12 Center 50 2.2 19.7122 53.7604 

13 Axial 10 2.2 406.529 1108.72 

Fig 7-5 illustrates the variation of the block volume and surface area with spacing and angle between 

joint sets that obtained by the analysis that performed by using the Design-Expert software on the data of 
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Table 7-5. It should be mentioned that the volume and surface area are calculated using Eq.7-9 and 

Eq.7-10. 

 
Fig 7-5. The effect of interaction between spacing (S) and the angle between joint sets (γ) on the volume 

and surface area of the block, by using the response surface methodology 

Based on Fig 7-5, it could be deduced that: 

 For a constant value of the spacing, the minimum and maximum values of block 

volume/surface are obtained in the perpendicular and inclined cross of joint sets, 

respectively. 

 The impact of the spacing on block volume/surface increases by deviation from perpendicular 

cross of joint sets. 

 The angle between joint sets has more impacts on the block volume/surface at grater values 

of spacings. 

7.5.3 Error of previous methods for block volume calculation 

As it was listed in Table 7-1, a number of equations have been developed for calculation of the volume 

of the block that is formed by cross of three joint sets. However, the accuracy of previous models is 

frequently questioned by the researchers [229, 240, 241]. In this section, the error of the previous models 

for calculation of the block volume is evaluated by central composite design type (CCD) of response surface 

methodology (RSM) by using the Design-Expert software. As the range of variation of input parameters are 
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same as what was considered in section 7.5.2, the considered factors are identical to Table 7-5; however, 

the responses are assumed to be the error of the methods that are listed in Table 7-1, by assuming that 

the joint sets are fully persistent. As a result, the error of the method that were listed in Table 7-1 for 

calculation of the block volume for the cases of Table 7-5, are listed in Table 7-6. 

Table 7-6. Error values that are produced by methods of Table 7-1 for calculation of the block volume 

comparing with Eq.7-9. 

 Error % 

Run Palmstrom 1996 Palmstrom 1982 Latham 2006 

1 0.661531 0.661531 325.2521 

2 20.16337 20.16337 143.0785 

3 136.8385 136.8385 -46.0146 

4 20.16337 20.16337 143.0785 

5 0.661531 0.661531 325.2521 

6 3.34E-14 3.34E-14 350 

7 20.16337 20.16337 143.0785 

8 400.225 400.225 -88.2134 

9 20.16337 20.16337 143.0785 

10 20.16337 20.16337 143.0785 

11 20.16337 20.16337 143.0785 

12 20.16337 20.16337 143.0785 

13 136.8385 136.8385 -46.0146 

According to Table 7-6, only four methods are selected among the equations that are listed in Table 

7-1 for calculation of the block volume. The reason is the compatibility of calculation methods with Eq.7-9, 

as the methods of Table 7-6 are selected in a way that the considered parameters for calculation of the 

block volume are the same as what was considered in Eq.7-9. In this regard, Fig 7-6 and Fig 7-7 show the 

variation of the error of Palmström equation [228] and [227] with spacing and γ. 
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Fig 7-6. (a) 3D surface plot and (b) contour plot of the error of Palmström method [228] for calculation of 

the block volume 

 
Fig 7-7. (a) 3D surface plot and (b) contour plot of the error of Palmström method [227] for calculation of 

the block volume 

Generally, based on Fig 7-6 and Fig 7-7, the error of these methods is always greater than zero and 

it means that these methods are always overestimate the volume of the block. In addition, it is clear that 

the variation of joint spacing has no impact on the error of these method by itself and the angle between 

joint sets is the cause of error. In other words, the angle between joint sets was not considered properly by 

Palmström in development of the models for block volume calculation. The error of Latham equation in 

block volume calculation is illustrated by Fig 7-8. 
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Fig 7-8. (a) 3D surface plot and (b) contour plot of the error of Latham method [232] for calculation of the 

block volume 

The equation of Latham is mostly overestimating the volume of the block. However, in γ lower than 

around 25o, this method underestimates the block volume. In addition, the error of this method is very 

sensitive to γ, as this parameter is not included in development of this model and hence, in a constant value 

of spacing, a large value of error produces by variation of γ. 

As a conclusion to section 7.5.3, application of the previous methods for block volume calculation is 

associated with error. Since the role of angles between joint sets is not properly considered in the equations, 

this parameter is responsible for most of the errors associated with calculation of the block volume, while 

the spacing (or multiplication of spacings), is the common parameter in most of the equations and in this 

regard, it has no contribution in the amount of produced error. Regarding the accuracy of the models, 

Palmström equations give more reliable results by getting close to the orthogonal joint sets and by deviation 

from perpendicularity, its accuracy reduces.   

7.6 CONCLUSION 

In this article, analytical methods are developed for calculation of the volume and surface area of the 

rock blocks that are created by cross of three persistent joint sets, as well as the volumetric fracture intensity 

(P32). In order to prepare a reliable model, either in this study or for its next modification, i.e., presence of 
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non-persistence joint sets, it is assumed that the rock mas includes three persistent joint sets and hence, 

the effective parameters were selected to be the true spacings and the orientation of joint sets. It is obvious 

that the next modification of Eq.7-9 and Eq.7-10 will include the effect of other parameters on block volume 

and surface, e.g., joint persistence and joint set number. 

The block volume and surface area could be stereographically calculated using Eq.7-9 and Eq.7-10. 

The equation for calculation of the surface area of the block (Eq.7-10) is developed for the first time through 

this article. In addition, by development of the block volume model, it was identified that the angles that 

were considered by previous studies for calculation of the block volume, e.g., angle between joint sets, 

were selected improperly and instead, the correct angles are shown in the current study. However, the 

impact of true spacing on block volume was almost correctly considered by the former models. 

The block volume and surface area calculation by Eq.7-9 and Eq.7-10 represents the most reliable 

results among all previously developed models. This claim is validated by using the numerical simulation 

with 3DEC software, since the results of Eq.7-9 and Eq.7-10 are fully compatible with numerical results. An 

important issue that was rarely noticed in numerical calculation of block volume, is the representativeness 

of the numerical model, as the average block volume that is calculated by the small models is not expected 

to be the representative of the block volume of the rock mass. In order to avoid this problem, the dimension 

of the numerical model should be large enough to include a high portion of the intact blocks, as it is 

illustrated in Fig 7-3. 

Regarding the impact of spacing and orientation of the joint sets on block volume and surface, it is 

identified that they have both individual and interactional effects on block characteristics. However, the 

impact of spacing will be more sensible in small values of angle between joint sets, and vice versa for the 

impact of γ. Furthermore, it is illustrated that the source of error of previous models for block volume 

calculation is the improperly consideration of the angle between joint sets (γ) instead of angle between 

edge vector and normal to joint set (θ). As a result, the error of previous models mostly increases by 

deviation from perpendicular cross of joint sets. 



172 

 

The volumetric fracture intensity (P32) is another useful parameter that is widely used in 

geomechanical and hydrogeological investigations of the rock mass. In this article, an equation is developed 

for this purpose by Eq.7-11 and using the stereonet. As Eq.7-9 and Eq.7-10 were already validated by 

numerical simulation, this parameter is automatically validated. 
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CHAPTER 8  

CONCLUSION 

In addition to the conclusions listed in separate sections in the text of each article, the conclusions 

for each chapter are summarized in this section. The last section of this chapter presents suggestions for 

future research. 

This thesis developed practical methods for predicting the amount of inflow rate to a tunnel excavated 

in fractured rock mass. Given that field data on the values of inflow rate to such tunnel are unavailable, the 

experimental method was not considered; this research adopted only analytical and numerical methods. 

However, similar to other analytical and numerical models, the methods developed in this study contain a 

set of simplifying assumptions. Consequently, their applications have limitations. In the development of all 

the models, including those for the inflow rate to the tunnel and calculation of block geometry, the following 

assumptions were adopted: the rock mass included three persistent joint sets, the permeability of the intact 

rock was negligible, and fluid flowed only through the fractures via the laminar flow mode. In addition, the 

level of the water table was fixed in the models, and the tunnel had a circular cross section. Furthermore, 

the effect of overburden load (stress) on the inflow rate was neglected in this research. As a result, all of 

the above-mentioned simplification assumptions limit the application of the models. For example, the 

analytical model for the calculation of block geometry is applicable only to a rock mass that includes three 

persistent joint sets. 

In the analytical method for the calculation of the inflow rate to the tunnel, rock mass is regarded as 

a fractured network, and its hydraulic conductivity matrix is formed on this basis. In this study, Darcy’s law 

and cubic law were applied as the basic equations for developing this model. For this purpose, the hydraulic 

gradient on the wall of the tunnel must be defined. Therefore, by using numerical simulation via Rocscience 

RS2 software, an empirical–numerical equation was introduced for the determination of the vertical 

hydraulic gradient on the tunnel wall in accordance with the geometrical characteristics of the 

discontinuities. Parallel to the analytical model, by using 3DEC software version 7, empirical–numerical 

equations were developed for the calculation of the inflow rate to the tunnel. For this purpose, the same 
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parameters that were adopted in the development of the analytical model were used. The required number 

of numerical simulations was performed using RSM and Design-Expert software. Then, the equation of the 

inflow rate to the tunnel and the individual and interaction effects of the parameters on the inflow rate to the 

tunnel were investigated using RSM. 

In addition to the geometrical characteristics of the joint sets, the relationship between inflow rate to 

the tunnel and block geometries were studied in this work. For this purpose, new analytical models for the 

calculation of block volume, block surface area, and volumetric fracture intensity (P32) were developed. 

After obtaining the numerically calculated inflow rate and analytically determined block geometries for each 

case, the relationship between the inflow rate to the tunnel and block geometries was specified. 

The practical importance of this thesis is related to scientific and practical aspects. The practical 

applications of the thesis results may be of interest to specialists, mining engineers, and geologists. The 

flow rate into a tunnel is an important parameter that must be predicted before excavating underground 

structures. Eq. (3-13) can be used to help prevent rockfall and achieve tunnel stability. In addition, the 

numerically determined equation for calculating the inflow rate (Eq. (5-2)) can be used for this purpose if 

the rock mass consists of three joint sets. In addition, this thesis contributes an important innovation to 3D 

numerical simulation of tunnel inflow rate by introducing the concept of STL (CHAPTER 4). In all 3D 

numerical simulations of the tunnel inflow rate, tunnel length is more important than the volume of the 

numerical model (REV). Another important achievement of this work that can be considered by rock 

mechanics engineers is the analytical model for calculating block volume (Eq. (7-9)). This model can be 

widely used in field work where knowing the volume of blocks in a fractured rock mass is required. Another 

application parameter that is considered by rock mechanics and geologists is the volumetric fracture 

intensity (P32), which can be determined analytically by Eq.7-11. 

The conclusions from each article are summarized below. 
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8.1 ARTICLE 1 

 The hydraulic conductivity of the rock mass and the inflow rate to the tunnel were investigated 

in literature by using empirical, analytical, numerical, or a combination of these methods. 

 Experimental methods for determining rock mass permeability in formations other than the 

experimental data to which they belong cannot be used. 

 The analytical models for the calculation of the hydraulic conductivity or inflow rate to the 

tunnel are always accompanied by a series of simplifying assumptions. In the case of the 

inflow rate, the basic assumption is to regard the fractured rock mass (heterogeneous and 

anisotropic media) as a homogeneous (and isotropic) formation. 

 The numerical simulation methods for the evaluation of the hydraulic conductivity of rock 

mass, inflow rate to the tunnel, and sensitivity analysis of the effective parameters were 

mainly developed via 2D modeling. The effect of the interaction between parameters on the 

inflow rate/hydraulic conductivity and sensitivity analysis using 3D numerical models were 

not studied properly. 

8.2 ARTICLE 2 

 A semi-analytical model was developed for the prediction of the inflow rate to a tunnel 

excavated in a fractured rock mass by knowing the aperture, spacing, and orientation of the 

joint sets; the direction and radius of the tunnel; and the water head above the tunnel. 

 Unlike in previously developed analytical models for the calculation of the inflow rate to the 

tunnel, predefining the equivalent hydraulic conductivity of the rock mass is not required 

when using the developed model. 

 The existing hydraulic gradient on the wall of the tunnel is an important parameter that affects 

the amount of inflow to the tunnel. A semi-empirical equation was developed in this study for 

defining the vertical hydraulic gradient on the wall of the tunnel. The results proved that 

horizontal hydraulic gradients have no major impact on the overall hydraulic gradient on the 
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tunnel wall. The vertical hydraulic gradient depends on the depth of the tunnel below the 

water table, the ratio of the principal hydraulic conductivities, and the angle between them. 

8.3 ARTICLE 3 

 A new concept regarding the REV of the numerical models for the case wherein a tunnel is 

excavated in a fractured rock mass was introduced in this study and called STL (specific 

tunnel length). STL is the length of the tunnel in 3D numerical simulations that has to be 

considered to avoid the impact of boundary effects on the value of the inflow rate to the 

tunnel. STL is equal to the least common multiple (LCM) of the apparent spacings of the joint 

sets on the wall of the tunnel and is the representative length of the tunnel for hydrogeologic 

purposes. 

 STL is independent of the hydraulic aperture of the joint sets. 

 An analytical model based on vectoral multiplication was developed for the calculation of the 

surface of the block formed by the intersection of three persistent joint sets. The accuracy of 

the model was validated by 3DEC version 7 software. 

 The block volume calculated using existing analytical models is different from the actual block 

volume; therefore, these models must be modified to improve their accuracy. 

 When the block volume and block surface decrease and the volumetric fracture intensity (P32) 

increases, the inflow rate to the tunnel increases. 

 The developed method for the calculation of block geometries considers the blocks created 

by the intersection of three joint sets (not the blocks that are placed at the boundaries of the 

model). 

8.4 ARTICLE 4 

 Empirical–numerical equations were developed for the calculation of the average inflow rate 

to the tunnel by determining the geometrical characteristics of the joint sets (hydraulic 

aperture, spacing, and orientation), tunnel radius, and water head above the tunnel. 



177 

 

 The average inflow rate to the tunnel (inflow rate from unit surface area of the tunnel wall) is 

independent of the tunnel radius. 

 The lowest unit inflow rate to the tunnel is at the perpendicular intersection of the joint sets 

and the tunnel. By deviating from the perpendicularity, the inflow rate increases accordingly. 

 The orientation of the joint sets is mostly demonstrated by dip and dip direction. However, 

for the case where the inflow rate to the tunnel is of interest, these two parameters and the 

direction of the tunnel can be substituted by the angle between joint sets and the direction of 

the tunnel.  

 Among all the parameters that affect the inflow rate to the tunnel, hydraulic aperture is the 

most important. 

8.5 ARTICLE 5 

 An analytical model based on vectoral multiplication was developed for the calculation of the 

volume of the block formed by the intersection of three persistent joint sets by determining 

their dip, dip direction, and spacing. 

 The developed analytical equation for calculating block volume was validated with the 

numerical simulation method by using 3DEC software. 

 A set of field data on block volume was used to compare the result of the developed model 

with those of existing models. The findings revealed that many differences exist between the 

results of the models and the actual values of block volume. 

8.6 ARTICLE 6 

 A practical model based on stereographic projection was developed for the calculation of the 

block volume, block surface, and volumetric fracture intensity (P32) of a rock mass that 

includes three persistent joint sets by determining their dip, dip direction, and spacing. 

 Previously developed analytical models for calculating block volume and the current model 

consider the blocks that are not cut by the boundary of the numerical model (intact blocks). 



178 

 

 In the case where block geometry is of interest, the ratio of the boundary blocks to all blocks 

of the model is an index for assessing the representativeness of the model. In this regard, 

the numerical model must be large enough to include a large portion of intact blocks relative 

to all model blocks. 

 The accuracy of previous models for block volume calculation decreases by deviating from 

the perpendicularity of the joint sets in a rock mass. 

8.7 PERSPECTIVES FOR FUTURE RESEARCHES 

This thesis studied the fluid flow through a fractured rock mass, with focus on the inflow rate to the 

tunnel. The research team also dealt with issues that have not been well discussed before but appear to 

be interesting and widely used in the study of the hydrogeological behavior of rock mass. The items that 

are relevant to the main or sub-objectives of the thesis are listed in this section as recommendations for 

future research. 

 The inflow rate to the tunnel was formulated in this research by considering the effective 

parameters, such as hydraulic aperture, spacing, and orientation of the joint sets. These 

parameters are not fully independent, and each of them depends on secondary parameters. 

For example, hydraulic aperture is highly affected by the joint roughness coefficient (JRC); 

hence, the impact of this parameter could be included in the equations of the inflow rate to 

the tunnel. 

 To simplify the problem, the ideal conditions of the parameters were considered in the 

development of the equations. Future research could consider reducing these simplifying 

assumptions to increase the applicability and accuracy of the analytical and numerical 

models. For example, joint persistence could be incorporated into the proposed equations 

for the calculation of the inflow rate to the tunnel or block geometry. 

 Modification of existing methods or development of a new method for the determination of 

joint persistence could be undertaken to meet the requirements of the proposed models for 

the calculation of block geometry and inflow rate to the tunnel. 
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 An analytical index could be developed for the qualitative evaluation of the inflow rate to a 

tunnel excavated in a fractured rock mass (inflow index) by determining the geometrical 

characteristics of the discontinuities, tunnel radius, and groundwater level. The input rate can 

be classified based on its value, and each class can be assigned to a specific range of the 

input index. 
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9.1 The interaction between parameters 

In this section, the diagrams that show the interactions between parameters are listed. The discussion 

on these diagrams are provided in sections 5.5.3 and 5.6 of the articles. 
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Fig A 9-1. The effect of interaction between mean spacing and tunnel radius on unit inflow rate 

 

Fig A 9-2. The effect of interaction between mean spacing and average hydraulic aperture on unit inflow 

rate 
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Fig A 9-3. The effect of interaction between average hydraulic aperture and water head above tunnel on 

unit inflow rate 

 

Fig A 9-4. The effect of interaction between average hydraulic aperture and tunnel radius on unit inflow 

rate 
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Fig A 9-5. The effect of interaction between mean spacing and average angle between tunnel and normal 

to joint sets on unit inflow rate 

 

Fig A 9-6. The effect of interaction between average angle between tunnel and normal to joint sets, and 

tunnel radius on unit inflow rate 
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Fig A 9-7. The effect of interaction between average angle between tunnel and normal to joint sets, and 

average hydraulic aperture on unit inflow rate 

 

Fig A 9-8. The effect of interaction between mean spacing and water head above the tunnel on unit inflow 

rate 
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9.2 Statistical analysis 

The complete list of numerical experiments that is designed by the Design-Expert ® software as well 

as design characteristics for exact and mean values of the parameters are provided in section 9.2.1 and 

9.2.2, respectively. 

9.2.1 Numerical experiments design for the exact values of the parameters 

Table A 1 lists the details of 88 numerical experiments as well as the response (unit inflow rate) of 

the model. Each row refers to one run that consists of the arrangement of values of input parameters. 

Table A 1. Design of experiments and the responses (unit inflow rate) for the exact values of the 

parameters 
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Unit Inflow 
rate 

((m3/s) / m2) 

1 Plane 1 1 0.4 10 30 30 0.002 5E-05 0.002 40 4 2.24585 

2 Plane 4 0.4 4 10 30 10 0.002 0.002 0.0005 10 1 0.518672 

3 Plane 4 4 4 10 70 70 0.0005 0.002 0.0005 10 4 0.0995077 

4 Edge 1 4 4 10 10 10 5E-05 0.002 0.002 10 4 0.155529 

5 Plane 1 4 4 70 30 30 0.0005 5E-05 0.002 40 2 0.188979 

6 Plane 0.4 1 4 10 30 30 5E-05 0.0005 0.0005 100 4 0.0299533 

7 Plane 1 4 0.4 70 30 70 0.002 0.002 0.0005 10 1 0.533161 

8 Plane 1 1 4 70 70 30 0.002 0.0005 0.0005 40 2 2.34748 

9 Plane 1 1 1 70 10 70 0.0005 5E-05 0.0005 40 4 0.072122 

10 Plane 1 1 4 30 10 10 0.002 0.0005 0.0005 40 1 0.383153 

11 Plane 1 1 1 10 30 30 0.0005 0.0005 5E-05 40 1 0.0174497 

12 Plane 1 4 0.4 10 30 70 0.002 5E-05 5E-05 100 4 0.569439 

13 Vertex 0.4 0.4 0.4 10 10 70 5E-05 5E-05 0.002 10 1 0.918928 

14 Plane 0.4 0.4 0.4 10 70 10 0.002 0.002 0.0005 100 2 31.6968 

15 Plane 1 0.4 1 30 70 70 5E-05 0.002 0.0005 10 2 1.11374 

16 Plane 1 4 0.4 30 70 10 5E-05 5E-05 5E-05 10 1 1.3946E-05 

17 Plane 1 1 4 10 10 70 5E-05 0.0005 0.0005 10 2 0.00568132 

18 Plane 0.4 0.4 0.4 70 10 10 5E-05 5E-05 5E-05 40 2 0.00139819 

19 Plane 0.4 4 1 30 10 10 0.0005 0.002 0.0005 100 2 0.577101 

20 Edge 4 4 0.4 10 10 30 0.002 0.002 5E-05 100 1 0.97228 

21 Plane 4 0.4 0.4 70 70 30 0.0005 0.002 0.002 10 4 3.44806 

22 Plane 1 1 1 10 30 30 0.0005 0.0005 5E-05 40 1 0.00539314 

23 Vertex 4 4 4 70 10 10 0.002 0.002 0.002 100 1 2.17628 

24 Plane 1 1 1 70 30 30 0.0005 0.0005 5E-05 10 1 0.0107798 

25 Plane 1 1 4 70 70 10 5E-05 0.002 0.002 100 4 6.6014 

26 Edge 4 0.4 0.4 30 70 10 0.002 5E-05 0.002 10 1 0.862385 

27 Plane 0.4 0.4 4 70 10 10 0.0005 5E-05 5E-05 100 2 0.136178 

28 Plane 1 0.4 4 10 10 30 5E-05 0.002 0.002 100 1 7.40678 

29 Vertex 4 0.4 0.4 10 10 70 5E-05 5E-05 5E-05 100 4 0.000411224 

30 Plane 1 1 1 70 10 70 0.0005 5E-05 0.0005 40 4 0.0986451 

31 Plane 4 4 1 30 30 30 0.002 0.002 0.002 100 4 2.10609 

32 Vertex 0.4 0.4 4 10 10 10 0.002 5E-05 5E-05 10 4 0.597561 

33 Plane 0.4 1 4 10 30 10 0.002 0.002 0.002 100 4 4.29322 

34 Vertex 4 0.4 4 70 10 70 0.002 5E-05 5E-05 10 1 0.0517309 
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35 Plane 4 4 1 70 10 10 0.0005 5E-05 0.0005 40 1 0.0155915 

36 Plane 4 1 0.4 30 10 30 0.0005 0.002 5E-05 10 4 0.252559 

37 Plane 4 0.4 4 30 30 10 0.0005 0.0005 0.002 40 4 0.189298 

38 Vertex 0.4 0.4 0.4 70 70 70 0.002 5E-05 5E-05 100 1 5.02228 

39 Edge 0.4 0.4 0.4 10 70 70 0.002 0.0005 5E-05 10 4 1.65003 

40 Plane 1 4 1 10 10 70 5E-05 0.0005 5E-05 10 4 0.00117876 

41 Plane 4 1 1 30 30 30 5E-05 0.002 0.0005 100 1 0.692792 

42 Plane 4 4 1 30 70 30 0.002 0.0005 5E-05 40 1 0.130439 

43 Plane 1 0.4 1 30 70 10 0.002 5E-05 5E-05 100 4 0.400226 

44 Plane 1 1 1 10 70 10 0.002 0.002 0.0005 10 4 1.38471 

45 Plane 1 1 4 30 70 70 0.0005 0.002 0.002 10 1 0.57682 

46 Plane 4 1 4 70 10 70 0.0005 0.002 0.002 100 2 3.31048 

47 Edge 4 4 1 70 10 70 5E-05 0.002 0.002 10 4 0.515587 

48 Plane 1 0.4 1 30 10 30 0.002 0.002 0.002 10 1 0.927799 

49 Plane 0.4 1 1 30 70 30 0.0005 5E-05 0.002 100 2 2.17384 

50 Plane 4 1 1 70 70 70 0.002 0.002 5E-05 40 4 2.55828 

51 Plane 1 4 0.4 30 10 30 0.0005 0.0005 0.002 100 1 3.61091 

52 Plane 0.4 4 1 10 10 30 0.002 0.0005 0.0005 10 2 0.489615 

53 Plane 1 1 1 10 30 10 0.0005 0.0005 0.002 10 2 0.115066 

54 Plane 0.4 0.4 0.4 70 10 30 0.002 0.002 0.0005 100 4 40.9046 

55 Edge 0.4 4 1 70 10 10 0.002 5E-05 5E-05 100 1 1.48171 

56 Plane 4 4 0.4 70 10 30 5E-05 0.0005 5E-05 100 4 0.00167632 

57 Plane 1 4 1 70 70 70 0.0005 5E-05 0.002 10 4 0.369845 

58 Plane 1 1 4 70 70 30 0.002 0.0005 0.0005 40 2 1.96111 

59 Edge 0.4 0.4 4 70 30 70 5E-05 0.002 0.002 10 4 1.70941 

60 Plane 4 1 1 70 30 10 5E-05 5E-05 0.0005 10 4 0.00472948 

61 Plane 4 1 0.4 30 30 70 5E-05 0.0005 0.002 40 2 1.06505 

62 Plane 4 1 1 10 10 70 0.002 0.0005 0.0005 100 2 0.615032 

63 Plane 0.4 4 4 70 70 70 5E-05 0.0005 5E-05 40 1 0.00614171 

64 Plane 1 0.4 1 70 70 10 0.0005 0.0005 0.0005 100 1 0.411994 

65 Plane 0.4 4 1 70 70 30 5E-05 0.002 0.002 40 1 1.73334 

66 Plane 4 1 4 10 10 30 0.002 5E-05 0.002 10 2 0.0665308 

67 Plane 1 4 4 30 70 30 0.002 0.002 0.0005 100 2 2.04328 

68 Plane 4 1 0.4 70 30 10 0.002 5E-05 5E-05 100 2 1.03052 

69 Plane 1 1 4 30 10 10 0.002 0.0005 0.0005 40 1 0.443286 

70 Edge 4 4 4 70 70 10 5E-05 0.002 0.002 10 2 0.166215 

71 Plane 4 4 4 30 30 10 0.002 0.0005 5E-05 10 4 0.0555941 

72 Plane 1 0.4 4 10 70 70 5E-05 5E-05 0.002 100 2 0.18559 

73 Plane 1 0.4 1 70 30 70 0.002 0.0005 0.002 40 2 4.36442 

74 Plane 0.4 1 0.4 70 10 10 0.002 0.0005 0.002 10 4 14.1809 

75 Edge 4 4 1 10 10 10 5E-05 5E-05 0.002 100 4 1.34399 

76 Plane 1 1 4 70 10 10 0.0005 0.002 5E-05 40 4 0.765068 

77 Plane 1 1 1 10 30 10 0.0005 0.0005 0.002 10 2 0.206164 

78 Plane 0.4 4 4 30 10 70 0.002 0.0005 0.002 100 4 4.67945 

79 Edge 4 1 4 70 70 70 0.002 5E-05 0.002 100 4 2.58731 

80 Vertex 0.4 4 4 10 70 10 0.002 5E-05 0.002 100 1 4.03693 

81 Plane 4 4 0.4 10 70 30 0.0005 0.0005 0.0005 40 4 0.0416265 

82 Plane 4 1 4 10 70 10 5E-05 5E-05 5E-05 100 2 6.56544E-05 

83 Edge 0.4 4 4 70 10 70 0.002 0.002 5E-05 40 4 1.79953 

84 Edge 1 4 0.4 10 70 70 5E-05 0.002 0.002 100 4 10.1847 

85 Edge 0.4 4 0.4 70 70 10 0.0005 0.002 5E-05 10 4 0.29491 

86 Plane 0.4 1 4 10 30 70 0.002 0.002 5E-05 100 2 7.68358 

87 Plane 4 4 4 30 30 70 0.0005 0.0005 0.0005 100 2 0.0086078 

88 Edge 0.4 0.4 4 30 70 10 5E-05 0.002 5E-05 10 1 0.405854 

Table A 2 lists the design characteristics that considered by Design-Expert ® software. In this regard, 

I-optimal method of response surface methodology has been used for the exact values of the parameters. 
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Table A 2. Design characteristics applied for the type and number of required numerical experiments for 

exact values of the parameters 

File Version 11.0.3.0 
   

Study Type Response Surface 
 

Subtype Randomized 

Design Type I-optimal Coordinate Exchange Runs 88 

Design Model Quadratic 
 

Blocks No Blocks 

Build Time (ms) 7468.00 
   

Fig A 9-9 illustrates the predicted values of the unit inflow rate by Eq.(5-1) versus the actual values 

that were calculated by the 3DEC software. As the trendline is almost x=y line, the predicted and actual 

values are almost equal and hence, the values of the R2 (adjusted and predicted) will be near to unity. 

 
Fig A 9-9. predicted unit inflow rate by Eq.(5-1) versus the actual values. As much as the actual and 

predicted values be equal, the accuracy of the model and the higher values of the R2 obtained. 

9.2.2 Numerical experiments design for the mean values of the parameters 

Table A 3 lists the details of 88 numerical experiments as well as the response (unit inflow rate) of 

the model. Each row refers to one run that consists of the arrangement of values of input parameters. 
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Table A 3. Design of experiments and the responses (unit inflow rate) for the mean values of the 

parameters 

Run Build 
Type 

Space 
Type 

A: 
Spacing 

(m) 

B: Angle 
(degree) 

C: Aperture 
(m) 

D: 
Water 
head 
(m) 

E: Tunnel 
radius (m) 

Unit Inflow rate 
((m3/s) / m2) 

1 NA Unknown 0.8 23.3333 0.00135 40 4 2.24585 

2 NA Unknown 2.8 16.6667 0.0015 10 1 0.518672 

3 NA Unknown 4 50 0.001 10 4 0.0995077 

4 NA Unknown 3 10 0.00135 10 4 0.155529 

5 NA Unknown 3 43.3333 0.00085 40 2 0.188979 

6 NA Unknown 1.8 23.3333 0.00035 100 4 0.0299533 

7 NA Unknown 1.8 56.6667 0.0015 10 1 0.533161 

8 NA Unknown 2 56.6667 0.001 40 2 2.34748 

9 NA Unknown 1 50 0.00035 40 4 0.072122 

10 NA Unknown 2 16.6667 0.001 40 1 0.383153 

11 NA Unknown 1 23.3333 0.00035 40 1 0.0174497 

12 NA Unknown 1.8 36.6667 0.0007 100 4 0.569439 

13 NA Unknown 0.4 30 0.0007 10 1 0.918928 

14 NA Unknown 0.4 30 0.0015 100 2 31.6968 

15 NA Unknown 0.8 56.6667 0.00085 10 2 1.11374 

16 NA Unknown 1.8 36.6667 5E-05 10 1 0.000346 

17 NA Unknown 2 30 0.00035 10 2 0.00568132 

18 NA Unknown 0.4 30 5E-05 40 2 0.00139819 

19 NA Unknown 1.8 16.6667 0.001 100 2 0.577101 

20 NA Unknown 2.8 16.6667 0.00135 100 1 0.97228 

21 NA Unknown 1.6 56.6667 0.0015 10 4 3.44806 

22 NA Unknown 1 23.3333 0.00035 40 1 0.00539314 

23 NA Unknown 4 30 0.002 100 1 2.17628 

24 NA Unknown 1 43.3333 0.00035 10 1 0.0107798 

25 NA Unknown 2 50 0.00135 100 4 6.6014 

26 NA Unknown 1.6 36.6667 0.00135 10 1 0.862385 

27 NA Unknown 1.6 30 0.0002 100 2 0.136178 

28 NA Unknown 1.8 16.6667 0.00135 100 1 7.40678 

29 NA Unknown 1.6 30 5E-05 100 4 0.000411224 

30 NA Unknown 1 50 0.00035 40 4 0.0986451 

31 NA Unknown 3 30 0.002 100 4 2.10609 

32 NA Unknown 1.6 10 0.0007 10 4 0.597561 

33 NA Unknown 1.8 16.6667 0.002 100 4 4.29322 

34 NA Unknown 2.8 50 0.0007 10 1 0.0517309 

35 NA Unknown 3 30 0.00035 40 1 0.0155915 

36 NA Unknown 1.8 23.3333 0.00085 10 4 0.252559 

37 NA Unknown 2.8 23.3333 0.001 40 4 0.189298 

38 NA Unknown 0.4 70 0.0007 100 1 5.02228 

39 NA Unknown 0.4 50 0.00085 10 4 1.65003 

40 NA Unknown 2 30 0.0002 10 4 0.00117876 

41 NA Unknown 2 30 0.00085 100 1 0.692792 

42 NA Unknown 3 43.3333 0.00085 40 1 0.130439 

43 NA Unknown 0.8 36.6667 0.0007 100 4 0.400226 

44 NA Unknown 1 30 0.0015 10 4 1.38471 

45 NA Unknown 2 56.6667 0.0015 10 1 0.57682 

46 NA Unknown 3 50 0.0015 100 2 3.31048 

47 NA Unknown 3 50 0.00135 10 4 0.515587 

48 NA Unknown 0.8 23.3333 0.002 10 1 0.927799 

49 NA Unknown 0.8 43.3333 0.00085 100 2 2.17384 

50 NA Unknown 2 70 0.00135 40 4 2.55828 

51 NA Unknown 1.8 23.3333 0.001 100 1 3.61091 

52 NA Unknown 1.8 16.6667 0.001 10 2 0.489615 
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53 NA Unknown 1 16.6667 0.001 10 2 0.115066 

54 NA Unknown 0.4 36.6667 0.0015 100 4 39.811 

55 NA Unknown 1.8 30 0.0007 100 1 1.48171 

56 NA Unknown 2.8 36.6667 0.0002 100 4 0.00167632 

57 NA Unknown 2 70 0.00085 10 4 0.369845 

58 NA Unknown 2 56.6667 0.001 40 2 1.96111 

59 NA Unknown 1.6 56.6667 0.00135 10 4 1.70941 

60 NA Unknown 2 36.6667 0.0002 10 4 0.00472948 

61 NA Unknown 1.8 43.3333 0.00085 40 2 1.06505 

62 NA Unknown 2 30 0.001 100 2 0.615032 

63 NA Unknown 2.8 70 0.0002 40 1 0.00614171 

64 NA Unknown 0.8 50 0.0005 100 1 0.411994 

65 NA Unknown 1.8 56.6667 0.00135 40 1 1.73334 

66 NA Unknown 3 16.6667 0.00135 10 2 0.0665308 

67 NA Unknown 3 43.3333 0.0015 100 2 2.04328 

68 NA Unknown 1.8 36.6667 0.0007 100 2 1.03052 

69 NA Unknown 2 16.6667 0.001 40 1 0.443286 

70 NA Unknown 4 50 0.00135 10 2 0.166215 

71 NA Unknown 4 23.3333 0.00085 10 4 0.0555941 

72 NA Unknown 1.8 50 0.0007 100 2 0.18559 

73 NA Unknown 0.8 56.6667 0.0015 40 2 4.36442 

74 NA Unknown 0.6 30 0.0015 10 4 14.1809 

75 NA Unknown 3 10 0.0007 100 4 1.34399 

76 NA Unknown 2 30 0.00085 40 4 0.765068 

77 NA Unknown 1 16.6667 0.001 10 2 0.206164 

78 NA Unknown 2.8 36.6667 0.0015 100 4 4.67945 

79 NA Unknown 3 70 0.00135 100 4 2.58731 

80 NA Unknown 2.8 30 0.00135 100 1 4.03693 

81 NA Unknown 2.8 36.6667 0.0005 40 4 0.0416265 

82 NA Unknown 3 30 5E-05 100 2 6.56544E-05 

83 NA Unknown 2.8 50 0.00135 40 4 1.79953 

84 NA Unknown 1.8 50 0.00135 100 4 10.1847 

85 NA Unknown 1.6 50 0.00085 10 4 0.29491 

86 NA Unknown 1.8 36.6667 0.00135 100 2 7.68358 

87 NA Unknown 4 43.3333 0.0005 100 2 0.0086078 

88 NA Unknown 1.6 36.6667 0.0007 10 1 0.405854 

Table A 4 lists the design characteristics that considered by Design-Expert ® software. In this regard, 

I-optimal method of response surface methodology has been used for the exact values of the parameters. 

Table A 4. Design characteristics applied for the type and number of required numerical experiments for 

mean values of the parameters 

File Version 11.0.3.0 
  

Study Type Response Surface Subtype Randomized 

Design Type Historical Data Runs 88 

Design Model Quadratic Blocks No Blocks 

Build Time (ms) 11.00 
  

Fig A 9-10 illustrates the predicted values of the unit inflow rate by Eq.(5-2) versus the actual values 

that were calculated by the 3DEC software. As the trendline is almost x=y line, the predicted and actual 

values are almost equal and hence, the values of the R2 (adjusted and predicted) will be near to unity. 
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Fig A 9-10. Predicted unit inflow rate by Eq.(5-2) versus the actual values. As much as the actual and 

predicted values be equal, the accuracy of the model and the higher values of the R2 obtained. 
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